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ABSTRACT 
This report addresses the modeling approach for critical infrastructures of modern societies 
which are highly interconnected and form ‘systems of systems’ that tend to be vulnerable during 
extreme events, such as floods, earthquakes and tsunamis.  
 
The modeling with fault trees and event trees is less suitable in such situations. This report 
intends to contribute to the development of a framework and methods for the quantitative 
analysis of risks for interconnected infrastructures. Several techniques need to be combined 
including influence diagrams, Bayesian networks or event trees, mapping, GIS, and analysis of 
human and organizational factors. As a case study this portfolio of approaches has been applied 
to infrastructures within Sherman Island flood management system in the Sacramento – San 
Joaquin Delta of California. 
  
The case study demonstrates how the failure of the levee system could lead to cascading failures 
and increase the risk for other infrastructures, such as power and gas transmission systems. Since 
the infrastructures within the Sherman Island boundaries are components of larger systems 
within the Delta, there is a need to iteratively assess the risks of such systems at different 
geographic scale levels (“zoom-in, zoom-out”).  
 
Conventional techniques for risk analysis are less suitable to model interactive or so-called 
interdependent systems (i.e. interconnected systems in which a change in system A, leads to 
change in system B, which feeds back into system A). It has been demonstrated at a conceptual 
level how Markov chains can be applied to model the likelihood of transitions between states and 
how the effect of management operations can be incorporated in these analyses.  
 
Neglecting or underestimating (inter)dependencies between the failures or disruptions of the 
critical infrastructure systems can cause designers, experts, managers and decision makers to 
under-estimate the overall inter-infrastructural risks. It is therefore necessary to further develop 
approaches for risk assessment and management that consider the interconnected nature of 
critical infrastructure systems. 
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1 INTRODUCTION 

1.1 General Background  
Many coastal and delta regions are characterized by the presence of large population densities 
and various vital infrastructure systems. These infrastructures include flood defences, power, 
water, telecommunication and road and rail infrastructure systems. These systems can be 
characterized as highly interconnected and complex and are often referred to as systems of 
systems. They are threatened by various natural and coastal hazards, such as windstorms, storm 
surges, floods, earthquakes and tsunamis. Recent experiences after the earthquake and tsunami in 
Japan (March 2011) and the destruction after the hurricane Katrina (2005) have shown that the 
failure and damage patterns after such events encompass various types of infrastructure and that 
several types of interactions exist. The earthquake near the Japanese coast on March 11 2011 
resulted in a tsunami that led to death and destruction in the affected coastal regions. In addition 
to the direct damage and loss of life in the coastal towns, the nuclear reactors in Fukushima 
Daiichi were severely damaged. The effects radiation are feared to have caused severe health 
effects in the regions around the nuclear plant. In the weeks after the disaster large parts of Japan 
were regularly without power and this is expected to have a negative effects on the longer term 
to the Japanese economy. The events will also have several additional implications and effects 
on the longer term.  Ongoing discussions include the plan for restoration and / or relocation of 
the affected coastal towns1 and the future of generation of nuclear energy in Japan and other 
parts of the world.  
 
The cases of the earthquake / tsunami in Japan and hurricane Katrina demonstrate that the 
occurrence of hazards could lead to several interrelated patterns of failure and damage. First of 
all there can be a joint occurrence of combinations of hazards leading to a “double punch” on 
society and infrastructure systems (Kawata, 2011). Examples are the joint occurrence of an 
earthquake and tsunami and the simultaneous occurrence of a storm surge and high wind speeds 
during a hurricane. Joint failures of different types of infrastructure could be due to the extreme 
extent of a hazard. For example, during a hurricane or typhoon the wind forces could damage 
multiple infrastructure systems. Another path of failure is often referred to as a cascading failure: 
the effects of failure of one system could lead to the failure of another system. The effects of 
levee failure could damage power and water supply in the flooded area and these effects could 
also extend outside the flooded area.  

1.2 Problem analysis, Objectives and Scope 
Existing approaches for risk assessment mainly focus on a single system and often on a single 
hazard. This is the case for both the assessment of failure probabilities and consequences. 
Existing approaches for impact analysis are often concerned with a specific type of damage, such 
as direct economic damage in the affected area or loss of life (Jonkman et al., 2008). However, 
due to dependencies in failures and damages the frequency, extent and spatial profile of damages 
of catastrophic events could be more extensive than predicted with the existing risk models. 
Neglecting relevant  interactions between systems could lead to an underestimation of the risk. 
This could have implications for design and management of systems. For example, emergency 
                                                 
1 See e.g. the article “Japan’s seawalls were little security against the tsunami 
”http://www.nytimes.com/2011/03/14/world/asia/14seawalls.html, accessed April 11, 2011. 
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managers and operators need to be aware of and prepared the wide range of combinations of 
events and failures that could threaten the safety and integrity of systems and regions under their 
responsibility. 
 
The objective of this research is to develop and demonstrate methods for the (quantitative) 
analysis of risks for interconnected infrastructure systems. A general framework will be 
presented that can be used to assess dependencies in failure probabilities and consequences 
between various systems. Specific issues, such as the inclusion human interventions and 
modeling of interactive systems will be addressed.  
 
Instead of developing new risk analysis approaches for existing systems, this work aims to 
demonstrate how existing approaches for analyzing risks for single systems and hazards can be 
combined and integrated to be applicable to “systems of systems”. An implication of this choice 
is that the ideas that are developed in this report will not focus on the detailed aspects of risk 
analyses for individual systems, but on the issues related to their integration at a more general 
level. 
 
The focus of this study will be on the types of interconnected infrastructures systems (ICIS) that 
are typically found in highly developed and urbanized deltaic and coastal regions, such as the 
delta’s of the Danube, Ebro, Po, Rhine, Rhone, Thames, in Europe, and outside Europe (delta’s 
of Mississippi, Yangtze, Mekong, Volga, Colorado, etc). Given this focus, typical coastal and 
riverine hazards such as windstorms, hurricanes, storm surges and high river flows and 
(sometimes) earthquakes and tsunamis are considered. Specific emphasis will be given to the 
interactions between the functioning of flood management systems (e.g. levees, dikes and storm 
surge barriers) and other types of infrastructure. Despite this focus it is expected that the findings 
and concepts will be applicable to a wider range of hazards and infrastructures.  

1.3 Structure of the report 
The research report is structured as follows. Section 2 will provide a framework for the analysis 
of risks of interconnected infrastructure systems. It presents definitions and typology, an 
overview of applicable risk analysis methods and a case study for a hypothetical situation. 
Empirical information on interactions between systems for flood events is presented in section 3. 
A case study for Sherman Island in the Sacramento – San Joaquin delta (California, USA) is 
presented in section 4. Section 5 presents a framework for including the effects of human 
interventions in risk analysis. Section 6 introduces techniques for the analysis of risks in 
interdependent systems (system A affects system B, system B feeds back into system A). 
Concluding remarks and recommendations are given in section 7. 
 
The readers with an interest in the basics and main characteristics of ICIS risk analysis are 
referred to sections 2, 4 and 7. Sections 5 and 6 give more information for readers with an 
interest in methodological issues.  

1.4 Acknowledgements 
This research report is part of MATRIX project, sponsored within FP7 of the EU.  
A number of colleagues have provided essential inputs to the methods and findings that have 
been documented in this report. The contributions of Emery Roe, Paul Schulman, Howard 
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Foster, Robert Bea, Rune Storesund, Henri de Corn, Lynn Hiel, Rachael Marzion (All UC 
Berkeley) Pieter van Gelder (TU Delft), Gordon Woo (RMS) and Farrokh Nadim (NGI Norway) 
are gratefully acknowledged.   
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2 ICIS RISK ANALYSIS FRAMEWORK 
This section presents a framework for risk analysis for interconnected infrastructure systems. 
Building upon this existing work a set of working definitions and terms will be introduced 
(Section 2.1). A conceptual framework and typology will be introduced in section 2.2. Section 
2.3 describes the various elements and methods for ICIS risk analysis. An example for a 
hypothetical system is presented in section 2.4. A discussion on the selection of an appropriate 
(spatial) scale for ICIS risk analysis is included in section 2.5.  

2.1 Definitions and Terminology 

2.1.1 Background 
New definitions of risk assessment and management are defined in Deliverable D3.2 (Dictionary 
of the terminology adopted) for the whole MATRIX project. D5.4 tries to follow these 
definitions as much as possible. This study furthermore follows the context of Risk Assessment 
and Management (RAM). Risk is generally defined as a set of scenarios (si), each of which has a 
probability (pi) and a consequence (xi) (Kaplan and Garrick, 1981). Risk assessment 
encompasses the identification, quantification and evaluation of risks associated with a given 
system (see section 2.3.1 for more details).  

The first and one of the most important steps in risk management is the definition of the 
system in terms of its physical components and the related (human) organization to make the 
system function. A system is a set of interacting or interdependent system components forming 
an integrated whole (source: Wikipedia). Bea (2002) defines the following types of components 
of engineered systems: operators, organizations, hardware, environments, procedures, structure, 
interfaces. While traditional engineering risk analyses mainly focus on the engineered parts of 
the system, it is essential to take into account the human and organizational factors that are a part 
of the management and operation of the system (Bea et al., 2009; Roe and Schulman, 2008). 
 
System states 
The functioning of the system can be affected by various hazards, such as windstorms or 
earthquakes, or human error. These influences could lead to a change of the state of the system 
and affect the functioning. Generally the following states can be distinguished: 1) normal 
operation, 2) disruption and 3) failure. Transitions between the states can occur, e.g. recovery 
from a failed or disrupted system to normal, or degradation of a state in normal operation to 
disruption or failure (see Figure 2.1). 
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Normal 
 
 
 
 
 

Disruption 
 
 
 
 

Failure 

Normal       Disruption      Failure 

Current ICIS / 
system state: 

Future ICIS / system state: 

Degradation 

Recovery / 
Restoration 

System  
         Remains 
     In state 

 
Figure 2.1: System states and transitions between states. 
 
Disruption refers to temporary and/or partial failure or disfunctioning of the system. In 
engineering this is often referred to as the Serviceability Limit State (SLS) and it mostly relates 
to interruption and delay of a system’s processes. Consequences may concern delay and 
economic damages, which can be restored within reasonable time. 
 
Failure is related to the ultimate limit state and the occurrence of extreme events and the 
reliability of a system. If the ULS is exceeded, an object permanently ceases to function through 
failure and collapse. This will form a direct threat to safety and the consequences will potentially 
involve fatalities and economic damage. The difference between both limit states is illustrated 
with a simple example: the waves in a harbour could be too high for shipping during some hours 
or days (SLS) or the breakwater in front of the harbour could be destroyed in a storm (ULS). 
Risk assessments mostly consider the ULS.  

2.1.2 ICIS-related definitions 
Within the scope of this study some more specific definitions and terms are introduced to define 
and describe interactions between interconnected infrastructure systems (ICIS) 
 

·  Critical Infrastructure (CI):  
o Infrastructure that is essential for a functioning of the society and economy 

(Wikipedia); 
o An asset, system or part thereof located in member states which is essential for 

the maintenance of vital societal functions, health, safety, security, economic or 
social well-being of people, and the disruption or destruction of which would 
have a significant impact in a member state as a result of the failure to maintain 
those functions (European Union, 2008 - ).  

o Assets and systems essential for the provision of vital societal services and 
include large engineered supplies for water, electricity, telecommunications, 
transportation and financial services (NRC 2009). 

 
Table 2.1: Overview of Critical Infrastructures as defined by the European Union (2008). 
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·  Interconnected Critical Infrastructure Systems (ICIS): These are Critical Infrastructure 

systems between which  interactions exist. The main types of interactions are dependence 
and interdependence and these are described below.  

 
 
·  Independence:  

o The occurrence of one event makes it neither more nor less probable that the other 
occurs. 

o In probability theory it is defined that two events (A and B) are independent when 
P(A� B)=P(A)P(B). If the two events are independent, then P(B|A)=P(B) 

o In the context of the analysis of CI systems this would imply that a change in one 
(infrastructure) system does not affect the (probability of) a change in another 
system. 

·  Dependence:  
o A change in one (infrastructure) system leads to a change in another system (Roe, 

2010). This is a one way interaction that can be schematically shows as: 

 
o Formally, dependence refers to any situation in which random variables do not 

satisfy a mathematical condition of independence (see above). More general, 
dependence is used to describe a situation in which the correlation between two 
random variables is described by a the correlation coefficient � >0. This implies 
that the joint occurrence of two events is more likely than it would be in a 
situation in which they are independent. If there is a full dependence between 
events A and B, � =1 and P(B|A)=1. The qualitative definition described from Roe 
(2010) given above refers to a situation will full dependence. 

 
·  Interdependence: A situation in which a change in a first system will lead to a change 

event in a second system, which will feed back into the first system and will change the 
state of that system. This can be schematically represented as (Roe, 2010): 
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DCI1 ®  DCI2 ®  DCI1 
·  Cascade event: Situation in which a failure (or disruption) leads to a failure or disruption 

in another system. Note that this definition is almost equal to the qualitative definition of 
dependence (see above). 

·  Resilience:  
o The ability to resist and recover from or adapt to an adverse occurrence that may 

cause harm, destruction, or significant loss (RESIN, 2010) 
o The ability of the system to withstand a major disruption within acceptable 

degradation parameters and to recover within an acceptable time and composite 
costs and risks (Haimes, 2009) 

 
It is noted that the qualitative definitions of dependence and interdependence assume a 
deterministic relationship between two systems (change in CI system 1 leads to change in CI 
system 2). The definitions from probability theory interpret the concept of (in)dependence based 
on probability values and distributions. This implies that the relationship between two events A 
and B can be stochastic and (inter)dependence can be expressed by means of probability values. 
In the case of a stochastic relationship it could be the case that the likelihood of failure of system 
2 given failure of system 1 is 0.5. The deterministic interpretation of dependence is a special case 
of the probabilistic characterization.  

2.2 ICIS Framework and Typology 
For a further elaboration and understanding of methods for the analysis of risks in ICIS it is key 
to have a general framework for the various types of interactions that can exist.  
Table 2.2 (adapted from Roe, 2010) shows four types of interactions and dependencies related to 
interconnected infrastructure systems. Figure 2.2 schematically shows the these four types of 
interactions and the relationship with the hazard for an example for two infrastructure systems.  
 
Table 2.2: Overview of types of interactions between system failures 

 Within single system Between multiple infrastructure 
types 

Interactions in Pf (failure 
prob.) 

I 
Failure of component in system 

influences Pf of other component 
 

III 
Failure  in one system influences Pf of 

other system 
IIIa hazard dependence 
IIIb cascading failure 

IIIc: interdependent failure 

Interactions in Cf 
(consequences) 

II 
Consequences of failure of component 

in system influence Cf of other 
component in that same system 

 

IV 
Consequences of failure of one system 

influence Cf other system 
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Effects and   
C onsequences   -  
Cf 

System 1 
(e.g. levee)  

System 2  
(e.g. telecommu-
ation)   

I 

  

II 

IIIb  
IIIb
  

IV  

Hazard 

IIIa   

IIIc 

IIIb

 
Figure 2.2: Scheme indicating interactions between system failure for two systems 
 
The four types and their subcategories are briefly explained below and mathematical 
formulations and descriptive examples are added for the various cases. The mathematical 
formulation assume two infrastructures and one type of hazard H. The framework and formulas 
can be expanded to more than two infrastructure systems and multiple hazards. In practice there 
is often a strong dependence between various hazards, e.g. when an earthquake occurs in 
combination with a tsunami, and hurricane leads to storm surge2.   
 
1) Interactions between failure probabilities within one system.  
This is the case when failure of one of the components in a system influences the Pf of another 
component in the system. This is for example the case when failure of one levee reduces the load 
and thereby the failure probability of another levee. 
 
The type of interaction can be formulated as follows for the example of one system with two 
components: P(F1,2 | F1,1) �  P(F1,2). There is full dependence when P(F1,2 | F1,1)=1. 
 
Where:  
Fi,j – Failure of component j in system i 
P(Fi,j) – Failure probability of component j in system i 

 
2) Interactions between consequences within one system:  
The consequences of failure of a component in a system influences the consequences of failure 
another component in that same system. An example is a situation in which the (consequences 
of) flooding of one island affects the consequences of failure of another island in a delta. This 
could be the case when there is limited capacity for dewatering and repairing islands. So due to 
failure of island 1 the duration of flooding of island 2 will last longer and the damage will be  

                                                 
2 If there is dependence between two hazards H1 and H2, this can be formulated as follows: P(H2|H1)� P(H1) 
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larger.  
 
This interaction can be formulated as follows: 
 
P(C1,2 < a | C1,1 < b) �  P(C1,2 < a)  
Where  
Ci,j – Consequences of failure of component j in system i 
a, b - are threshold values 
 
An equivalent formulation concerns the probability density function f of the consequences 
f(C1,2 | C1,1 ) �  f(C1,2), where f(Ci,j) is the probability density function of consequences for 
component j in system i Ci,j. 
 
3) Interactions between failures of systems:  
This is the case when failure of one system affect the failure probability of another type of 
infrastructure system. There are different subcategories for this type interaction with different 
types of pathways shown in Figure 2.2 (IIIa, IIIb and IIIc): 

a) Hazard dependence: Failures of different types of infrastructure could all be 
dependent on the same hazard. For example, during an extreme storm two systems 
could both fail due to high wind speeds, without affecting each others functioning. 
This dependency is solely caused by the hazard and could be referred to as a common 
cause failure. 

b) Cascading failure: This is the case when the effects or consequences of failure of one 
system will potentially lead to failure of another system. This is for example the case 
when the effects of levee failure (i.e. the flood conditions within an island) will lead 
to failure of another system, such as the road infrastructure within that island. 

c) Interdependency: occurs when a change in one system leads to a change in another 
system and this feeds back into the first system. Then there is a mutual dependency 
and a bidirectional interaction. For example, leakage of a levee will lead to loss of 
power. This will affect the flood protection infrastructure (e.g. operation of 
floodgates) and lead to more flooding.  

 
It is noted that combinations of these dependencies can occur, e.g. a case where there is hazard 
dependence in combination with a cascading failure effect. The mathematical formulation for 
these three types of interactions are shown in the textbox below. Some examples of the types of 
failures are shown below. 
 

hazard 

System 1 

System 2 System 3 

hazard 

System 2 System 3 System 1 

Cascading failure 
One infrastructure system (E.g. 
levees) protects other systems 

from the hazard. 

Hazard dependence  
e.g. earthquakes 

hazard 

System 2 System 3 System 1 

Combination  

 
Figure 2.3: Different types of  interactions between failures. 
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Box I: Formulations for interactions between failures of systems 
 
IIIa) Hazard dependence 
 
 
 Hazard (H) 

System 1 System 2 

 
For this case we assume a certain hazard H that could lead to failures of systems 1 and 2. The 
following basic formulations can be applied : 
 
P(F1)=P(F1|H)P(H)  
P(F2)=P(F2|H)P(H) 
Where: H – hazard; P(F1|H) – probability of failure of system 1 given occurrence of the hazard 
 
It is assumed that the events F1 and F2 given the occurrence of H are independent, i.e. 
P(F1� F2)= P(F1� F2|H) P(H) = P(F1|H)P(F2|H)P(H)  
 
This leads to the following formulation of hazard dependence: 
P(F1|F2) = P(F1� F2) / P(F2) = P(F1|H) P(F2|H)P(H) / (P(F2|H)P(H)) = P (F1|H) 
 
A simple numerical example is given. Assume a hazard with a probability of occurrence of 
P(H)=0.1 per year. The conditional probability of failure of systems 1 and 2 equals 
P(F1|H)=P(F2|H)=0.9 per hazard event 
We find that P(F1)=P(F2)=0.09 
P(F1� F2) = P(F1|H)P(F2|H)P(H) = 0.9 0.9 0.1 = 0.081 
 
P(F1|F2) = P(F1� F2) / P(F2) = 0.081 / 0.09 = 0.9 
 
IIIb) Cascading failure: there is a dependency between failure of two elements (1 and 2) , i.e. 
P(F2|F1) �  P(F2) 
 
IIIc) Interdependency: P(F2|F1) �  P(F2) and P(F1|F2) �  P(F1)  
 
4) Interactions between consequences between systems:  
This is the case when the consequences of failure of one system influence the Cf in another 
system. For example failure of telecommunications systems could lead to an increase of the 
consequences of flooding, as the consequences will depend on the potential for warning and 
flood fighting. These last two actions require functioning telecommunications systems.  
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For the example of two systems this can be formulated as follows: 
P(C1 < a | C2 < b) �  P(C1 < a)  
Where a and b are certain threshold values 
 
An equivalent formulation concerns the probability density function f of the consequences 
f(C1| C2 ) �  f(C1), where f(Ci) is the probability density function of consequences in system i. 

2.3 ICIS Risk analysis methods 
This section gives a general background on risk and risk analysis (Section 2.3.1) and presents 
methods for assessing ICIS risks (2.3.2), with specific attention for interactions between systems 
(Section 2.3.3). The last subsections discuss possible metrics for risk and resilience (2.3.4) and 
approaches for evaluating risk reduction (2.3.5.).  

2.3.1 Risk Assessment and Management 
Risk assessment encompasses the identification, quantification and evaluation of risks associated 
with a given system. Overall, the risk assessment aims to support rational decision-making 
regarding risk-bearing activities (Apostolakis, 2004). Risk management includes all the steps of 
risk assessment and risk reduction and control. Figure 2.4 shows the general steps of risk 
assessment and risk management and these steps are briefly described below: 
 Risk management 

Qualitative analysis 

Quantitative analysis 

Risk Evaluation 

Risk reduction and 
control 

measures 

System definition 

Risk assessment 

 
Figure 2.4: Schematic view of steps in risk assessment and risk management 
 

1) System definition:  
This step concerns the definition and description of the system, its elements and the scope and 
objectives of the analysis. The system has to be defined in terms of hazards, engineered “hard” 
components and human and organizational factors (See section 2.1 for more information).  
 
 
 

2) Qualitative analysis 
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Hazards, failure mechanisms and scenarios are identified and described. As part of this step also 
scenarios that relate to interconnections between systems are described. For example, failure of 
system A leads to disruption of system B. 
 

3) Quantitative analysis 
Following the general definition of risk (see section 2.1) Possible failure scenarios can be 
characterized by their probability of failure (Pf) and Consequences (Cf). Failure of a system will 
lead to certain (physical) effects, e.g. fire, floodwaters or loss of power and the associated 
consequences (Cf) could include various types of impacts such as economic and environmental 
damage or loss of life. Various risk metrics can be used to combine the probability and 
consequence estimates in a risk number or graph (see section 2.3.4).  
 
For an understanding of risks at the ICIS level, it is critical to identify scenarios that include 
relevant interactions between various systems and to assess the probabilities and consequences 
for these scenarios. For example, what is the likelihood that failure of system A leads to 
disruption of system B. As this is a key feature of ICIS risk analysis it is described in more detail 
in section 2.3.3.  
 

4) Risk evaluation 
With the results of the former analyses the risk is evaluated. In this phase the decision is made 
whether the risk is acceptable or not. 
 

5) Risk reduction and control 
Dependent on the outcome of the risk evaluation phase measures can be taken to reduce the risk. 
It should also be determined how the risks can be controlled, for example by monitoring, 
inspection or maintenance. 

2.3.2 Methods for ICIS risk analysis  
Following the definition that was introduced in the previous section, the objective of the (ICIS) 
risk analysis to assess the Pf and Cf for a whole range of possible event scenarios to be able to 
estimate and present the risk level. 
 
Depending on the availability of (statistical) information, modelling capabilities, available time 
and resources a choice can be made for modelling a number of discrete scenarios or an infinite 
number of scenarios by means continuous distributions. An example is given below for the 
example of storm surge scenarios. The distribution of storm surge levels can be characterized as 
a continuous probability density function (pdf) or by means of probability values for discrete 
bins of storm surge levels (e.g. storm surge level between 3 and 3.5m). There is no fundamental 
difference between the two approaches.  
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Figure 2.5: Modeling scenarios or a continuous distribution 
 
Techniques: event tree 
Following the general definition of risk an event tree is a suitable approach to analyze a set of 
scenarios. It can be used to analyze and display different discrete scenarios, their corresponding 
probability of occurrence and the resulting consequences. The event tree can show the likelihood 
a sequence of failures, e.g. the conditional probability that system B will fail given the failure of 
system A. 
 
By combining the estimates of the Pf and Cf of the scenarios the probability density function 
(pdf) of consequences can be derived. This pdf is the basis for estimation of different risk 
metrics, such as the expected damage or the risk-curve (see section 4.2). The event tree is a 
logical and visual representation of the set of scenarios that can occur. In more detailed and 
advanced calculations full probabilistic analysesanalyses can be made using continuous 
distributions as input to generate probability density functions of failures or consequences.  
 
 scenarios damage Pdf of 

damage 

No 
 
 
Small 
 
 
 
 
large 

Continuous 
pdf 

System A 
System B 

 
Figure 2.6: Event tree with different scenarios, resulting damage levels and probability density function of 
damage. 
  
Techniques: Bayesian networks 
One of the drawbacks of event trees is that they will rapidly grow to large sizes, even for systems 
with a few elements. In addition, event trees do not provide insight in functional relationships 
between system components. Therefore an alternative representation that is often used concerns 
the Bayesian Networks (equivalent terms are Bayesian Belief Networks, or belief network). A 
Bayesian Network (BN) is a probabilistic graphical model that represents a set of random 
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variables and their conditional dependencies via a directed acyclic graph (DAG) or arrow. Nodes 
represent random variables and arrows represent conditional dependencies. As part of the 
Bayesian network the conditional probability of a failure event, given a set of conditions and/or 
failure of another system can be included to come to an overall risk estimate. 
 
Following the concepts introduced in section 2.2, the figure below shows a BN for a system with 
one hazard (H), two systems (1 and 2) and a resulting damager D. We can now define the 
conditional failure probabilities of the two systems P(F1|H) and P(F2|H). The damage will 
depend on the combinations of failures and four combinations are possible: no failure, failure of 
system 1, failure of system 2, failure of systems 1 and 2. The BN can be used to model the 
probabilities of all these events. The same system can be represented by means of an event tree 
(see Figure 2.8). It is noted that the Bayesian network and event tree are most suitable to model 
unidirectional relationships (change in system A leads to change in system B), but less suitable to 
model bidirectional relationships (change in system A, leads to change in system B, which feeds 
back into system A). Specific techniques for such interdependent systems are discussed in more 
detail in section 6.  
 

Hazard 

System 2 System 1 

Damage 

Metrics 

P(H) 

P(F1|H) and P(F2|H) 

Failure(s)  no Sys 1 Sys 2 Sys 1 and 2 
Damage no D1 D2 D1 and D2 
 

 
Figure 2.7: Bayesian Network for two systems and a single hazard 
 

      Hazard    System1        System 2 

No hazard 

functions 

functions 
occurs 

fails 

fails 

Level of 
damage 

functions 

fails 

No damage 

No damage 

D1and2 

D1 

D2 

 
Figure 2.8: Event tree for the system from Figure 2.7 
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2.3.3 Analyzing interactions between systems 
One of the key features of ICIS risk analysis is the analysis of interactions between systems. The 
main approaches are described here. The application of these techniques will be demonstrated in 
the hypothetical example and the case study 
  
Qualitative analysis of interactions 
First of all the relevant interactions in an ICIS need to be assessed. Relationships between 
various systems could be plotted and visualized in a Bayesian Network, in which arrows show 
relationships between systems. Consequently, the interactions can be systematically described by 
means  of a table that describes how the failure, disruption of one system could lead to a change 
of state (failure, disruption) of another system. As part of this qualitative analysis the type of 
interaction needs to be assessed (using the typology introduced in section 2). For example, 
failure of the levee system will lead to temporary closure (i.e. disruption) of the shipping 
channel. In many cases a combination of multiple conditions and infrastructure failures will lead 
to disruption or damage. For example, an explosion in a gas transmission pipe can only occur if 
the flood effect after levee breach damage the pipeline AND the operators do no shut down the 
gas transmission though the pipeline during the flood. The table is mainly suitable to assess 
single interactions. For multiple interactions (e.g. systems A and B affect system C) the network 
diagram could be used to indicate how a combination of failures and conditions affect a certain 
system.  
 
Table 2.3: Interconnections table to assess qualitatively assess interactions between system 
 Could lead to failure or disruption in system  
Failure or 
disruption in 
system  

1 2 … N 

1 -    
2  -   
…   -  
N    - 
 
Deriving Conditional probabilities between failures 
As part of the ICIS Risk Analysis interactions between failures are described by means of 
conditional failure probabilities. The conditional probability of the occurrence of a certain state 
in a system is quantified given the state of another system. The following general formulation 
can be used: 
P(State,i|State,j) 
Where: 
State refers to one of the three states (normal (N), distruption (D), Failure (F) 
i,j – system indicators 
and 0 £ P(State,i|State,j) £ 1 
 
For example, one can analyze what the probability of failure of the telecommunications system is 
given the disruption of the power system. P(Ftelcom|Dpower). These conditional probabilities can be 
shown in a matrix, which has the same format as Table 2.3 and is indicated as the 
interconnections matrix. It describes the conditional probability of the occurrence of a state in 
system B given the state of system A.  
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The various types of interactions that have been identified in section 2.2 can be further illustrated 
by means of simple example. We assume two systems 1 and 2 and the mutual dependencies in 
failures. It is assumed that every system has an initial probability of failure that is not caused by 
a dependency on another infrastructure. In the matrix the conditional probabilities of failure 
could be displayed, e.g. (F2|F1). This is indicated here as the interconnections matrix. It shows 
the conditional failure probability of system j, conditional on failure of system i, i.e. P(Fj|Fi). The 
value of this probability is 1 if i=j. 
 
The dependencies can also be visualized in an influence diagram. If there is a dependency 
between two systems both are connected by means of an arrow. The figure below shows the 
basic influence diagrams and numerical examples for three simple, but characteristic cases.  
Table 2.4: Interconnections matrix, 
         
Failure of system i: 

Initial failure 
probability 

 J=1 J=2 

I=1 P(F1)  P(F1|F1) P(F2|F1) 
I=2 P(F2)  P(F1|F2) P(F2|F2) 
 
 

1 2 

Independent 

P(Fj|Fi): 
 j=1 j=2 
i=1 1 0.01 
i=2 0.1 1 
 

1 2 

Cascade 

P(Fj|Fi): 
 j=1 j=2 
i=1 1 0.8 
i=2 0.1 1 
 

1 2 

Interdependent 

P(Fj|Fi): 
 j=1 j=2 
i=1 1 0.8 
i=2 0.5 1 
 

P(F1)=0.1 P(F2)=0.01 

 
Figure 2.9: Example to demonstrate the effect of different types of dependencies on conditional failure 
probabilities. 
 
In the independent case it holds that P(F2|F1)=P(F2)=0.01, whereas P(F2|F1)� P(F2) in the 
dependent case. Further extensions and examples are included in later sections to deal with 
multiple systems, human interventions and interdependencies. 
 
Approaches for analyzing interactions 
The question is how the conditional failure probabilities can be determined. In which conditions 
can a disruption or failure in one system lead to a disruption or failure of another system? And 
how can the value of the conditional probability be determined?  
 
Various types of analyses can be used and combined to analyze these interactions and quantify 
conditional probabilities: 
 

- Physical laws and computer models to determine the effects of failure of system A on 
system B 

- Expert judgment  + techniques to translate qualitative statements into probability 
estimates 
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- Techniques to assess human and organizational factors and to determine the associated 
reliability operations (e.g QMAS (Bea, 2002)) 

 
 
The type of techniques and analyses that are utilized will depend on the type of interaction, the 
amount of available information and resources. Some examples of approaches will be 
demonstrated in the Sherman Island example in section 4. 
 
Textbox: Spatial analysis of functional relationships and GIS 
GIS (Geographical Information systems) provides essential information on the locations of 
infrastructures and a basis for the analysis of interactions between systems. Zones can be mapped 
in GIS that can be seen as spatial projections of a functional relationship (Howard Foster) to 
assess if and how the effects of failure of one infrastructure could affect another infrastructure. 
Such an area of influence could refer to a certain effect (e.g. flood depth, or a breach erosion 
zone) and this could be used to assess te conditional probability of failure of other systems within 
that zone.  
 
An example has given at  the Sherman Island level and this concerned the mapping of potential 
breach zones with high hazards for erosion and infrastructure damage (see example below). 
Similar projections could be made for other infrastructures (e.g. gas transmission lines). When 
infrastructures are located in each other’s hazard zone cascading effects could occur. When 
multiple hazard zones overlap and more than two infrastructures are present, multiple cascades 
could occur (e.g. in the example, levee failure -> gas explosion -> power line failure, in the 
southern part of the island) 
 

Levees 

Breach zone 

Gas transmission 
line 

Explosion zone 

Power transmission 
line 

 
Figure 2.10: Overview of a system with different infrastructures and the various impact zones. This 
graphically shows how the effects of failure of one infrastructure could impact another infrastructure . Note 
the triple cascade that is possible at the southern part of the island. Levee failure could lead to an explosion of 
the gas transmission line and this could damage the power lines. 
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Similar projections of spatial relationships could be created at the delta level. For example, the 
increase of the area with critical levels of salt intrusion for water supply could be mapped with 
and without Sherman Island failure (see example below).   
 
Eventually, the conditional probability can be analyzed in a probabilistic analysis by considering 
the probability density function of loads given failure of system A, and the resistance or fragility 
curve for system B (curve B1). The conditional probability of failure of system B depends on the 
level of physical effects / loads that follow after failure of A. For some applications a threshold 
value can be used to assess failure of system B, e.g. when the flood level due to levee breaching 
exceeds a certain value the road infrastructure will no longer be useful (see curve B2).  

Probability density 
function / Probability 

value B2: threshold value 

B1 :Fragility curve 

1 

Water level (m) 

Demand given 
failure of system A 
 

 
Figure 2.11: Loads (demand) given failure of system A and resistance of system B. 

2.3.4 Risk and Resilience Metrics 
Risk metrics 
Various risk metrics can be used to present the outcomes of risk assessments, see Jonkman et al. 
(2003) for a comprehensive overview. In this study the expected damage and the risk curve will 
be used to present the risk levels for ICIS. We assume monetary damage values but the same 
metrics can be used for loss of life. 
 
The expected damage is found by summing the probabilities multiplied by the consequences 
over the scenarios (discrete scenarios) or by integrating over the pdf of damages  

�
¥

¥-

= xdxxfDE D )()(  

Where: E(D) – expected damages, e.g. [$/yr]; fD(x) – pdf of damages x 
 
The risk curve shows the probability of exceedance of a certain damage value and that is found 
from the cumulative distribution curve: 

�
¥

=-
d

DD dxxfxF )()(1  

Metrics for resilience 
Resilience has been defined as the ability to resist and recover from or adapt to an adverse 
occurrence that may cause harm, destruction, or significant loss (RESIN, 2010). Following from 
this definition and other resilience concepts there are two dimensions: 1) the damage given 
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failure; 2) the speed of recovery after a certain damage. Figure 2.12 (left) shows the damage and 
recovery of two systems to an undesired event. System 1 the largest damage, but system 2 takes 
a longer time to recover. Conceptually the resilience will be a function of both variables (Figure 
2.12 - right ), but no quantitative definitions are available that combine both variables.  
 
 

time 

damage 

Undesired 
event occurs 

System 1 

System 2 

 

 Damage 
given failiure 
(D|f) 

Recovery 
time 

Resilient 

Not resilient 

 
Figure 2.12: Damage and recovery of two systems after an undesired event (left) and resilience as a function 
of damage given failure and recovery time.  
 
In the context of ICIS the first aspect of resilience can be quantified by means of the expected 
damage given failure E(D|F). For an ICIS consisting of two systems this metric can be 
formulated as follows: E(D|F1UF2). It is also possible to determine the risk curve of damages 
given failure, i.e. P(D>d|F). The damage given failure can be affected by human intervention and 
thereby it can be assessed how human intervention can improve the resilience. Different ICIS’s 
can be compared for their damage given failure and recovery time and this could give insight in 
which system is more resilient than another system. 
 
It is noted that the resilience definition is not suitable for strategic planning and optimization of 
investments in risk reduction, as the probability of failure is not included in the above resilience 
metrics. Two systems with the same damage given failure but very different Pf’s (e.g. 0.1 and  
10-6) could have the same resilience values.  

2.3.5 Metrics and strategies for ICIS risk reduction. 
An important question is how various measures will affect the ICIS risk level. An iterative 
approach could be used to assess how system risk level changes if the failure probabilities or 
damages for various elements are reduced. The contribution of one element to the overall ICIS 
risk level could be assessed by means of the following metrics.  
 
The relative contribution of an element to the overall ICIS failure probability can be assessed by 
reducing the failure probability of that element i to zero, i.e. Pi=0. The relative change in the 
ICIS failure probability (PICIS) is found as follows: 

0, / == ICIS|PiICISiP PPa  

 
Similar metrics can be defined to assess the contribution to the risk (expected damage) and 
resilience (damage given failure) 
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Risk: 0, )(/)( == ICIS|PiICISiR DEDEa  

Resilience )0|(/)|( =Ç= isys,iV PFDEFDEa  

 
When these metrics are applied to different elements in the ICIS it can be easily found which 
elements have the highest contribution to the failure probability, risk and resilience. The use of 
these metrics will be illustrated in the next section. 
 
Based on the above, different strategies could be identified to reduce risk and / or improve 
resilience of a system:  
 
·  Prevention: This strategy aims to minimize the failure probability. An example would be 

strengthening of levees in the delta. 
·  Risk reduction: This strategy focuses on the reduction of the risk (e.g. the expected damage) 

by means of a combination of measures that reduce the failure probability and consequences. 
An example would be a combination of levee strengthening and raising of houses behind the 
levees. 

·  Resilience: The objective of this strategy is to minimize the damage given failure and the 
recovery time. An example would be the flood-proofing of infrastructure and 
telecommunications 

 
The preferred strategy and measures will depend (amongst others) of the characteristics of the 
various measures (costs, risk reduction, other impacts), the preferences of the decision makers 
and the decision criteria for acceptable risk and / or risk reduction effectiveness.  

2.4 ICIS Risk Analysis Example: Hypothetical Island 

2.4.1 General 
In order to demonstrate the proposed approach a highly simplified case study is defined for a 
hypothetical area. It is an island protected from flooding by a levee system. Within the island 
there is one other system, which is a telecommunications system.  
 
The infrastructure systems could be affected by a storm and consequent levee failure or by an 
earthquake that could lead to damage to the levee and telecommunications system. The extent of 
damage will depend on the event that occurs and the combination of failures. As 
telecommunications are important for flood evacuation, failure of the telecommunication system 
will exacerbate the flood damage.  
 
The different possible combinations of events and failures are shown in Figure 2.13. The extent 
of the damage is qualitatively describe behind the branches.   
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Figure 2.13: Event tree with different failure scenarios for the hypothetical island. 
 
As also discussed in previous sections: This system can also be represented by means of a 
Bayesian network (Figure 2.15) and this will give better insight into the functional relationships. 
The question in modeling the system in such a network is whether and to what extent 
dependencies between different events exist. The three levels of dependence are illustrated by 
means of Venn diagrams3 below for the levee system failure (L), the earthquake (E) and the 
telecommunications failure (T).  

                                                 
3 A Venn diagram schematically shows the set of possible outcomes and their probability of occurrence.   
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Mutually exclusive: 
The earthquake, Levee and 
telecommunications failure cannot occur 
simultaneously 
 

  

L E 

T 

 
Independence:  
Failure of one does not affect the probability of 
failure of another system. 
 

  

L E 

T 

 
Dependence: 
 

  

L E 

T 

 
Figure 2.14: Schematic representation of various levels of dependence in a Venn diagram. 
 
Figure 2.15 shows the BN for the hypothetical island with the assumed (conditional) probability 
values. The values in italics are the initial probability values per year of occurrence of a storm or 
earthquake, or the initial prob. of failure of telecommunications due to other causes than storm or 
earthquake. The figure shows the dependencies, e.g. between levees and telecommunications by 
means of arrows. If both systems would be independent no arrow would be shown.  
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Figure 2.15: Bayesian network for the hypothetical island system. 
 
The dependence of damage on the number of failures is shown in the table below. For purposes 
of quantification damage numbers have been added to the descriptions: 
 
Table 2.5: Damage levels for various types of failures. 
Combination of events and 
failures 

Damage (qualitative) Damage (quantitative - $ 
million) 

No failure no 0 
·  Only earthquake 
·  Only levee failure 
·  Only telecommunications 

failure 

Small 10 

·  Earthquake and levee failure 
·  Earthquake and 

telecommunications failure 
·  Levee and telecommunications 

failure 

Large 25 

Earthquake, Levee and 
telecommunication failures 

Catastrophic 50 

 
Based on this BN a calculation can be made to assess the likelihood of various damage states. 
The software Hugin Lite version 7.4 has been used for the calculations. The table below shows 
the probabilities for different damage states. The first column with probability outcomes shows 
the results for the most realistic situation with dependence. For comparison the other two 
columns show the outcomes for the cases where failures are independent and mutually exclusive.  
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Table 2.6: Results for the hypothetical case study. 

 Probability (per year) 

Damage 
Damage ($ 
million) Dependencies   Mut. Exclusive Independent 

no 0 0.856   0.860 0.856 

small 10 0.028   0.140 0.138 

large 25 0.088   0.000 0.006 

catastrophic 50 0.028   0.000 0.000 

      
Total failure probability 
Pf (per year) 0.144  0.15 0.144 
Expected damage 
E(D) (106$/yr) 3.86  1.5 1.53 
Expected damage given failure 
E(D|F) (106$/yr) 26.81  10 10.61 

 
Similar information can be displayed in the risk curve that shows the probability of exceeding a 
certain damage value for the whole island, based on the risks for multiple systems and multiple 
hazards. 
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Figure 2.16: Risk curves for the hypothetical island. 
 
From these results it becomes apparent that dependencies between hazards and infrastructure 
systems can have a significant effect on the risk. There is a large difference between the case 
with dependencies and the other two cases (independent, mutually exclusive). The expected 
value for the dependent case is more than a factor three higher. In the independent and mutually 
exclusive case the probability of large damages that result from multiple simultaneous failures 
are neglected.  
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2.4.2 Evaluating risk reduction: the example of the telecommunication system 
A number of metrics have been proposed to evaluate the contribution of a single system to the 
ICIS risk and to evaluate risk reduction efforts. For the hypothetical island the example of 
telecommunications is considered. 
 
The first observation is that the Pf of telecommunications in normal conditions is assumed to be 
0.01 per year, e.g. due to maintenance errors or disturbances in the network. However, if the 
effects of levee breaching and earthquake are added, the Pf changes to 0.12 per year. So for this 
type of system it is very important to take into account these interactions with other events and 
failures. 
 
Although the initial failure probability of telecommunications is rather small, it appears that this 
system is important for the damage that will occur during an emergency. Large or even 
catastrophic damages will only occur when an earthquake or levee failures occurs in combination 
with a telecommunications failure. The effect of telecom on the systems risk has been assessed 
by assuming a robust telecommunications system with Pf=0. The risks in the system have been 
re-assessed and the table below summarizes the results. The results show that whereas the 
telecommunication system has a relatively limited influence on the probability of a failure in the 
system, but it has a much more important influence on the expected damage (risk) and the 
damage given failure (a measure for resilience). 
 
Table 2.7: Effects of robust telecommunications on failure probability, risk and resilience. 

 
system 

(dependent) 
system with robust 

telecom 
reduction 
factors 

Probability Pf 0.144 0.136 aP,i=1.06 
Risk: E(D) 3.86 1.77 aR,i= 2.19 
Resilience: E(D|F) 26.81 13.04 aV,i= 2.06 

2.5 ICIS Scale Issues and concepts 
One of the key questions in assessing the risk of interconnected infrastructure systems is the 
appropriate spatial scale of the analysis. The issue is that the spatial boundaries of the different 
systems, the possible areas that are affected by (natural) hazards and the regions in which the 
different management and disaster organizations operate generally do not overlap or coincide. 
  
This is illustrated by example of an island / dikering in a delta. Through the island runs a major 
highway that is part of a larger network of regional importance. It is clear that the spatial scales 
of these two infrastructure systems are different.  
 
The hazards that could occur have different spatial scales and footprint. Flooding could impact 
certain parts of the delta, whereas earthquakes could damage other parts of the region and lead to 
simultaneous flooding of various urban areas outside the delta.   
 
Different management organizations are involved. The levee system on the island is managed 
by the local reclamation district, while a state agency is responsible for the management of 
waterways and many levees in the delta. The highway system is managed by a state authority. 
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Emergency management and disaster preparedness are the responsibility of an organization at the 
county level.  
 
Even in this simplified system various risk management questions are possible that would 
require a different system scale definition. Examples of such questions are: 
 

·  The reclamation district wants to optimize the effectiveness of flood fighting possibilities 
for the single island 

·  The state organization (e.g. DWR) wants to effectively manage and minimize flood risk 
in the entire delta and optimize its strategic investments in the system. 

·  The organization that is responsible for the highway system wants to increase the 
resilience of the highway system and decrease unavailability after disasters, such as 
floods and earthquakes 

·  An insurance company wants to assess the risks to some of its private industrial clients 
within the island as a basis for calculation of the premium and recommendations on 
appropriate measures that these clients should take. 

 
Selection of an appropriate scale 
All these risk management questions require different assessments at different spatial scale 
levels. This implies that there is no single solution for the selection of an appropriate scale in risk 
assessment and management (RAM). However, as a general principle it can be stated that in the 
risk assessment for a single system or ICIS all relevant hazards, interconnected systems and 
management organizations should be taken into account that could significantly contribute to the 
risk of the system that is analyzed.  
 
For example, an installation with high reliability demands, such as a nuclear or chemical plant, 
could be insufficiently safe if important triggering events (e.g. floods) with higher frequencies  
than the reliability demands of the system are not taken into account in the design and 
management (see also section 7 for discussion). 
 
ICIS Risk analysis scale issues 
ICIS Risk Analysis for natural hazards such as floods or earthquakes requires that the analysis 
extends outside of the area that is directly exposed4 to the event. There are two main reasons. 
Firstly, the consequences of the event can occur outside the area exposed to the hazard. 
Following (Jonkman et al., 2008) a distinction is made here between direct damages within the 
affected area and damages outside the affected area due to some kind of relationship with the 
directly affected area. For example, economic impacts could extend outside the flooded area, and 
damage to  systems in the flooded area (e.g. a power system) could lead to cascading effects 
outside the flooded area.  
 
Secondly, the failure probabilities and damages within the affected area will be influenced by 
(the performance of) systems outside the flooded area. The damage due to flooding of a single 
island will depend on emergency response from and infrastructure in areas outside the island. 

                                                 
4 i.e. the area in which the physical effects of the event occur. 
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Given these relationships it is desired to adopt an iterative approach in which interactions are 
assessed at various scale levels.  
 
In the analysis of ICIS it is of importance to assess the direct hazards and effects within the 
system boundaries, as well as relevant relationships with and effects from the regions outside the 
chosen system boundaries.  It is thus necessary to zoom in and zoom out to understand and 
analyze how infrastructures, their components, and their services interact. The figure below 
conceptually shows how infrastructure elements or subsystems on a single island that could be 
affected by flooding are interconnected to infrastructures outside the island within the delta.  
For an appropriate analysis of the ICIS risks it is also relevant to take into account the multiple 
hazards that could affect the system (see also (Ayyub et al., 2007)) and for the delta that would 
mean that various flood scenarios, earthquakes and windstorms have to be considered. 
 

Delta 

Island 

Subsys-
tem B 

Subsystem A 

System A 

Subsys-
tem C 

Subsys-
tem D 

System D 

System C 

System B 

 
Figure 2.17: Interactions between systems within an island and in the wider delta. 
 
This “zoom in zoom out” character of ICIS systems also implies that the results of the risk 
analysis can be presented and aggregated in different ways. For example, one can present the 
total risk level for one infrastructure system (e.g. power in the delta), the risks within one spatial 
boundary (e.g. the total risks for all infrastructures within an island) or the combinations of 
infrastructures within a certain area. In all cases relevant interconnections have to be included.  
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3 LITERATURE REVIEW AND EMPIRICAL INFORMATION ON 
INTERCONNECTIONS FOR FLOOD EVENTS  

3.1 General literature review 
Existing literature on risk assessment for interconnected risks has been reviewed. There is a wide 
range of publications in the engineering, economics and social sciences literature that addresses 
topics related to ICIS. The literature review focused on approaches that characterized and 
quantified in the types of interconnections that have been described in section 2 (see Table 2.2) 
for natural hazards and specifically for floods.  
 
Hazards 
As input to ICIS risk assessments dependencies in hazards have to be considered. These are 
generally included in physical and empirical hazard models. For example, the relationships 
between earthquakes and tsunamis and hurricane winds and storm surge levels will be included 
in models that are used to determine hydraulic loads on coastal protection systems such as levees 
(Resio and Westerink, 2008).  
 
Interactions between failures within a system 
The first type of interactions from section 2 concerns the interactions between failure 
probabilities within one system. In the field of flood risk assessment failure probabilities are 
generally determined for a single island or dike ring. Van Mierlo et al. (2003) describe a method 
to assess interactions between failure of different islands, for example when flooding of one area 
reduces the hydraulic loads on another. Han et al. (2009) show how outages in power networks 
due to hurricanes can be modeled by means of probabilistic techniques. 
 
Interactions between consequences within a system 
Several economic publications  (e.g. van der Veen and Logtmeijer, 2005) have developed 
approaches to estimate how a catastrophic event in a certain part of the country will affect the 
economy in other parts of the country. Hallegatte (2008) demonstrates how the economic effects 
of hurricane Katrina affect other regions and sectors than those that have been directly affected 
by the impacts of the flooding and hurricane. In another field it is demonstrated for the case of 
earthquakes that the collapse of one hospital increases the consequences of collapse of other 
hospitals (Bayraktarli and Faber, 2011). Such dependencies are taken into account in the risk 
calculation. Another example is that evacuation of one flood prone area will utilize road capacity 
in a region and will therefore increase evacuation times for other islands.  
 
Interactions between failures of different systems 
The third category concerns interactions between (failure probabilities) of various infrastructure 
systems. Johanson and Hassel (2010) demonstrate how interdependencies between rail, power 
and telecommunications systems can be visualized and modeled to identify the most vulnerable 
systems and components.  
 
The Arkstorm report described the consequences of a major storm and flood scenario for 
California (USGS, 2010). This report assesses the effects of multiple hazards (wind, flood, 
landslides) on various types of infrastructure, such as power, road infrastructure, 
telecommunications and levees. The damages and restoration times are assessed at the county 
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level. The Arkstorm report recognizes the need for an integrated treatment of interactions 
between systems “A thorough systems analysis would require one to treat the water supply in 
connection with all interacting lifelines (Especially power, roads and telecommunications). Civil 
engineers and others refer to such interconnected networks as “systems of systems”: ideally one 
would perform a systems-of-systems analysis to estimate lifeline damage, interaction and 
restoration. If the necessary system data could be compiled.” (USGS, 2010; p.57). 
 
Large-scale studies have been done to support the development of a delta risk management 
strategy for California (URS, 2009). In this study the concept of hazard dependence is included 
by considering earthquake scenarios that lead to multiple island failures. Another interaction is 
recognized is that the consequences of levee failure could change the hydrology and salinity in 
the delta and the intake of the large pumping stations are used to transport water to Southern 
California: “The simultaneous occurrence of island flooding and the failure of co-located water 
system assets could significantly increase the interruption of local water supply and/or statewide 
water export. With the exception noted above, co-located effects are not addressed in the DRMS 
risk analysis (URS, 2009DRMS Section 4, p.4-26)” 

 
Figure 3.1: Approach for assessing effects of levee breaches on water quality and water supply (URS, 2009). 
 
A framework for modeling flood induced interdependencies amongst hydroelectricity generating 
infrastructures is presented by Sultana and Chen (2009). It is is demonstrated how an ICIS 
consisting of a dam, power plant and transmission substation can be analyzed by means of 
probabilistic techniques, such as Petri nets, Markov Chains and Monte Carlo analysis. The 
Markov chains are used to model the probability of cascading failures over time (see also section 
6). 
 
The Delft Cluster research (2003) has shown how the impacts of dike breaching in the 
Netherlands can affect and damage other systems such as chemical installation and critical 
infrastructure and how damages to these systems can lead to additional economic, health and 
environmental damages.  
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3.2 Empirical information on infrastructure interdependencies 

3.2.1 General 
Only a limited number of studies give insights in actual interconnections in failures during 
historical infrastructure failures and flood events. A more general, but illustrative analysis by 
Luijff et al (2010) presents information on 4500 disruption events in different infrastructures (see 
Table 3.1). It is found that the majority of events isolated infrastructure disruptions. The authors 
also find that most cascades originate from energy and telecom failures and that 
interdependencies occur far less often than most theoretical studies assume. The dataset by Luijff 
et al. is a combination of various disruption events, such as floods, storms, lightning, power 
outages, etc. etc.. It is suggested to analyze subsets of events (e.g. floods) to see if different 
failure and interdependence patterns exist for those specific types of failures. 
 
Table 3.1:  

 
Note that the numbers on the last row (328, 521, 1195) do not add up to 2144 but to 2044! 

 
McDaniels et al. (2007) present empirical information for (inter)dependencies in infrastructure 
failures for a number of historical events: an ice storm in 1998, a power blackout in 2003 and a 
number of hurricanes in Florida in 2004. The authors developed a database and an approach for 
categorizing the impact and extent of effects for different infrastructure failures. It was found 
that the failure of heating, ventilation and air conditioning in buildings due to power outages and 
loss of water and food supply were the most significant. These were followed by effects on 
health care systems and road transportation and businesses. 
 
It is important to learn from actual disasters and failures are interconnected between different 
systems. A relatively well documented event is the 2008 Midwest floods, which will be 
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discussed in the next subsection. Given the scarcity of data on interconnections in failure and 
damage patterns, disasters such as hurricane Katrina (see textbox below) can be seen as 
important opportunities to assess interconnections.  
 
Textbox: Interconnections between failures for Hurricane Katrina and New Orleans 
One relatively recent and major disaster was hurricane Katrina in the year 2005. Large parts of 
the coast of Louisiana, Mississippi and Alabama were affected by the wind effects, storm surges 
and levee breaches. A large number of publications evaluated the consequences of hurricane 
Katrina (2005) in New Orleans and the US Gulf Coast, focusing on general impacts (Kok et al., 
2006; IPET, 2007; NIST, 2006) economic impacts (e.g. Hallegatte, 2008), environmental 
damages (e.g. Pardue et al., 2005), psychological impacts (e.g. Bourque et al., 2006) and loss of 
life (e.g. Jonkman et al., 2009).  
In the figure below it is shown how the earlier presented concepts can be used to map 
interactions in failures and damage for an event like Katrina. The figure shows how the hazards 
(wind, storm surge) affect various infrastructures (levees, power, telecommunications) and how 
failures of a certain infrastructure affects another system. The figure focuses on the flooding of 
New Orleans due to the failure of the flood protection infrastructure and loss of life and health 
impacts as consequences. The figure can be further expanded with more types of infrastructures 
and impacts.  It shows that the failure of the levees is a central event that initiates several other 
infrastructure failures. The consequent flood induced failure of emergency management, 
buildings and chemical storage will add to the loss of life and public health impacts of the 
disaster.  

 
Figure 3.2: Relationships between failures and consequences for hurricane Katrina. 

 

3.2.2 Impacts of the 2008 Midwest floods on infrastructure systems (Deshmukh et al., 2010) 
The impacts of the 2008 flood events on ICIS have been investigated and documented by 
Deshmukh et al. (2010) and Hastak et al. (2009). These references describe the impacts of the  
flood events for critical infrastructure, associated industries and communities in Cedar Rapids 
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(Iowa). Based on interviews, site investigations and surveys interrelationships have been 
identified. Based on the survey it was found that the respondents ranked the damage to the water, 
transportation and power infrastructure as the types of losses that affected the community the 
most (Hastak et al., 2009). 
 
Based on the findings the researchers have developed a general approach to assess and evaluate 
the risks of critical infrastructures. The basic model to conceptualize the disaster impact 
mechanism is shown in Figure 3.3. 

 
Figure 3.3: Characterization of impacts of natural disasters on interconnected systems (Oh et al., 2010). 
 
Based on the findings for the 2008 floods an approach is developed that can be used to map the 
interrelationships between different types of infrastructure and the (relative) importance of these 
interactions. Figure 3.4 shows an example of the interrelationships and some of their physical 
characteristics (distance between two infrastructures; and time of floodwaters to arrive at a 
location after levee breaching). The level of criticality of a certain interrelation is ranked based 
on technical, social and economic factors that will get a certain weight. Eventually, the level of 
criticality of different relationships can be determined and compared. 
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Figure 3.4: A flood scenario in Cedar Rapids and interrelationships (Oh et al., 2010). Diamond V is a feed 
ingredient supplier. 
 
The framework mainly aims at providing emergency management agencies and associated 
industries more effective guidelines for disaster preparedness. In order to characterize the risk it 
would be need to include the likelihood of initiating events, the characterization of the 
interrelationships by means of conditional probabilities and estimates of the consequences.  

3.3 Concluding remarks 
There is limited empirical information on interconnections between infrastructures in flood 
events and this is an area of further research. It would be valuable to analyze other flood cases to 
see if failure patterns (e.g. combinations of infrastructure failures) are consistent over different 
events or whether failure patterns are case-specific. If sufficient information becomes available 
this could provide empirical information to describe relationships between infrastructures, in 
terms of conditional failure probabilities. Spatial and functional relationships can be further 
investigated to assess which conditions resulting from one infrastructure failure (e.g. flood 
conditions, loss of power) will lead to a certain extent of damage in another type of 
infrastructure. 
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4 SHERMAN ISLAND CASE STUDY 
This section describes the case study for Sherman Island. The first section gives a general 
introduction and overview of the study area (4.1) and the next section present the systems 
characterization (4.2). Section 4.3 presents the approach and results for the ICIS risk analysis for 
Sherman Island.  Section 4.4 gives information on the consequences of failure and the risk. A 
discussion on the relationship between Sherman Island and other infrastructures in the delta is 
included in section 4.5. 

4.1 Introduction  

4.1.1 Overview of Sherman Island5 
Sherman Island is located in the western part of the Sacramento – San Joaquin Delta. The island 
was created in the year 1859 when local property owners had constructed small peat levees of 
three to four feet in height. Throughout its history the island has been flooded several times The 
last major breach occurred in 1969, but threatening situations occurred during storms in 1998 
and 2006. 

  
Figure 4.1: Photograph of the 2006 flood situation on Sherman Island (Photo by RD 341). 
 
The island is protected from flooding by levees, about 29 km according to Hanson (2009) and 32 
km according to URS (2009). The area is about 40.2 km2 (9937 acres). According to the 2000 
census, the Island has a population of 233 people, with 110 dwelling units. The main land use 
categories on the island are agricultural and recreational.  
 
Several types of infrastructure are located on the island. These include major 500kV power 
transmission lines and the supporting towers, and transmission lines for natural gas that are 
located underground. Sherman Island has 60 natural gas and oil wells, and approximately 4.4 
km2 ( 1,082 acres) of gas and oil production fields. State highway 160 runs through the island 
and it is connected through to the mainland Sacramento County on the northeast corner via 
                                                 
5 Most information in this paragraph is from (Hanson, 2009) 
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Threemile Slough Bridge, and to Contra Costa County on the island’s west side, via the Antioch 
Bridge. A local road network connects various locations on Sherman Island.  

 
Figure 4.2: Overview of Sherman Island and the infrastructures (source: RESIN presentation) 

4.1.2 Scope of this case study and assumptions 
The scope of this case study and some of the main assumptions can be summarized as follows. 
 

·  The quantitative analysis parts of the case study focuses on interactions between 
infrastructures within the Sherman Island boundaries.  

·  The main aim of the case study is to show how risks for interconnected infrastructures 
can be assessed. The case focuses on a limited number of infrastructures and failure 
modes and events.  

o The focus is on interactions between levee failure and other infrastructure 
systems, i.e. those cascading failures that could occur as a result of levee failure. 
The effects of other hazards, such as earthquakes and storms, have not been 
analyzed separately. 

o In general three main failure modes are distinguished for levees in the delta:  
flood failure, earthquake failure. The third major failure mode is “sunny day 
failure”, i.e. a geotechnical failure when water levels are in normal conditions. For 
Sherman Island the focus is on flood and earthquake failure. It has been estimated 
that the probability of sunny day failure is small relative to the other failure modes 
(URS, 2009a) 

o Three general system states have been distinguished earlier in this report: normal 
operation, disruption and failure. The analysesanalyses in this section are limited 
to normal operation and failure.  
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·  The case study analysesanalyses the risks at a relatively high / coarse level to show how 
risks for interconnected infrastructures can be determined. The presented approach is 
suitable to integrate findings from other risk analysesanalyses for individual 
infrastructures to improve understanding of the interconnected parts of the overall risk. 

·  Although site-specific information is used, a lot of the necessary input data was not 
available from past analyses. Although the inputs are based on the local situation and 
literature, the case study is not expected to report actual risk numbers for Sherman Island. 
Results are for illustration purposes, but are expected to reflect the order of magnitude of 
risks. 

·  The failure probabilities are assumed to represent static values for the likelihood of 
failure over a longer period. Dynamics (i.e. changes of states and probability values over 
time during an event) are not considered. In the example, unidirectional relationships 
between infrastructures  are considered. Bidirectional relationships (or so-called 
interdependencies) are addressed in more detail in section 6 in combination with 
dynamics.  

·  The case study analyses the effects of breaching of the Sherman Island levees on other 
infrastructures. However, most of the infrastructures on the Island are connected with 
infrastructures in other parts of the Sacramento – San Joaquin delta (See also Figure 
4.13). These delta-wide interconnections and the relationship with the Sherman Island 
infrastructure risks are discussed separately and in more detail in section 4.5. Within the 
overall framework of delta-wide ICIS risk analysis, the case study addresses a smaller, 
yet necessary element.  

4.2 System characterization (Qualitative analysis) 

4.2.1 System components 
The system considered is Sherman Island and the systems present within that geographical 
boundary. An engineered system can be defined in terms of the following components: 
operators, organizations, hardware, environments, procedures, structure, interfaces (Bea, 2002). 
These categories have been clustered in three categories for Sherman Island below.  
 
Environment / hazards 

·  Earthquakes 
·  Flood events: water levels, river discharge, storm surge, tide, waves 
·  Storms: rain, wind 
·  Visibility: fog, clouds, wind / spray 

 
Physical Systems (structures, hardware)  
The physical systems are listed below: 
 

·  Sherman Island levees 
·  Gas 

o Gas Transmission lines 
o Gas production fields 

·  Power 
o Power Transmission lines + Towers 
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o Local transmission system 
·  Roads: 

o Major roads: Highway 160 
o Local road system, incl. levee roads 

 
Other systems that are located near or on Sherman Island, but have not been considered as part of 
this simplified case study include the navigation channel and the telecommunications systems 
and the pumping stations on the island. 
 
Operations (operators, organizations, procedures) 

·  Flood fighting 
·  Operation of power network 
·  Operation of gas transmission lines 

 
Finally, there are interfaces between all infrastructures that for example determine how a 
physical system is operated and managed and how information of a threatening flood is used (or 
not) for flood fighting actions. 
 

�

Figure 4.3: Infrastructures on Sherman Island. Proximity of two PG&E towers (in the background) with the 
WAPA tower and marker for gas line in the foreground[Courtesy Wee Kiat-Lim]. 

4.2.2 Sherman Island system characterization 
As a next step the systems on Sherman Island are represented in an influence diagram. The 
arrows show the interactions between systems, operations and environmental factors and events. 
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Figure 4.4: Influence diagram showing the Sherman Island systems, including environmental factors, 
physical systems and operations and the interactions. 
 
The interactions are coded and described in the summary table below for the four infrastructure 
types (see also Powers et al., 2011 for more background) . The operations (e.g. flood fighting, 
power operation) and environmental hazards that influence a certain system are described as 
well. As will be discussed section 4.5, Sherman Island infrastructures, operations and hazards are 
interconnected with other elements and systems in the delta. Instead of “zooming out” to the 
whole delta, it is also well possible to zoom in into certain infrastructures or operations. As an 
example a similar, but more “zoomed-in” diagram is included in Appendix 2 that focuses on 
flood fighting and distinguishes more relevant details for this activity.

R1 
P2 

P1 
G3 G2 

G1 

L1 L3 L2 
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Table 4.1: Interconnections table for the Sherman Island example.  
 
 
 
 

 Systems  Relationships with: 

          Will affect: 
Failure of system: 

Levee Gas Power Road  Environmental factors Operations 

Levee - L1) Flood 
conditions can 
damage gas 
pipeline,  
Especially if 
pipeline is in 
breach zone 

L2) Flood 
conditions can 
erode foundation of 
power lines and / or 
power stations 
- only if powerline 
foundation is in 
breach zone 

L4) Road flooding 
can occur due to 
levee failure or 
leakage 

 Affected by water level, 
waves and earthquake. 
Two scenarios:  

- Flood failure 
(single breach) 

- earthquake  
(multiple 
breaches) 

L5) Flood fighting can 
strengthen the levee and reduce 
levee Pf. 
 
The condition of the levee 
(together with environmental 
conditions such as wind and 
waves) will also affect flood 
fighting. 

Gas G1) Explosion of 
gas line can destroy 
levee and lead to 
flooding,  
Only if explosion 
occurs near levee 

- G2) Explosion can 
damage nearby 
power lines 
 

G3) Gas leakage / 
explosion will 
affect road use and 
capacity 

 - Operations can shut down and 
isolate the part of the gas 
network that is located on SI 
and therefore maintain gas 
transmission in other parts of 
the delta.  

Power - P1) Power could be 
needed to control 
gas transmission 
system 

- P2- loss of power 
will limit road 
operation 
- power lines that 
are down can block 
the road 

 Can be damaged by heavy 
winds 
 

Operations can shut down and 
isolate the part of the gas 
network that is located on SI 
and therefore maintain power 
transmission in other parts of 
the delta. 

Roads Indirect, see R1) 
Roads needed for 
flood fighting 
operations, but this 
is a link to flood 
fighting 

- - -  Road flooding can occur 
due to heavy rainfall 

R1) Roads needed for flood 
fighting operations 

 



  

 

 

4.3 Sherman Island Infrastructures Quantitative Risk Analysis 

4.3.1 Inputs and assumptions 
 
Levee failure probabilities 
An important input for the ICIS risk analysis is the estimation of the probability of levee failure. 
Ideally, the probability of failure at different locations should be assessed considering the load 
and resistance and their probabilistic distributions. Although methods are in development for the 
delta and Sherman Island (Brodsky et al., 2011) no site specific estimates of levee failure 
probability are available. Therefore we use the estimates from the DRMS study (see Table 4.2) 
and assume that the likelihood of breaching is homogenously distributed over the levee system. 
This assumption should be refined in future reliability analysis of the levee system. 
 
Table 4.2: Overview of levee failure probabilities for Sherman Island (URS, 2009a) and assumed number of 
breaches for the different failure types. 
Scenario Failure probability 

(per year) 
Number of 
breaches 

Storm 5.79.10-2 2 
Earthquake 3.67.10-2 10 
Sunny day failure 1.77.10-3 1 
Total 9.64.10-2  
 
Breach zones 
Erosion near breaches can lead to damaging of the foundation of power transmission towers and 
gas transmission lines. The occurrence of erosion depends on the combination of flood 
characteristics (especially flow velocity) and the resistance of the soil materials and / or 
structures near the breach. Based on observations from historical floods, such as Katrina (Pistrika 
and Jonkman, 2009) and the DRMS study (URS, 2009) it has been assumed that erosion and 
critical damage to structures occur if the combination of depth and velocity exceeds dv=5m2/s. 
Similar critical values have been reported by Antonioni et al. (2009). 
 
The conditions in the breach zone can be estimated by means of hydrodynamic models. 
Important assumptions concern the breach of the width, the breach growth over time and the 
outside water level. In this work we have relied on such analyses by DRMS for the Sacramento – 
San Joaquin delta that assumed a breach width of 122m (URS, 2009b). Hydrodynamic 
calculations showed that the dv>5m2/s occurs within about 300m from the breach. A circular 
breach zone has been assumed6 (see below).  
 

                                                 
6 It is noted that URS (2009d) in its impacts on infrastructure assessment assumed a scour zone of 2000 ft (about 
650m). 
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Figure 4.5: Schematic overview of the breach zone. 
 
Number of breaches 
Another important assumption concerns the number of breaches. Most flood risk analyses 
assume single breaches, but historical flood events, such as Katrina and 1953, demonstrate that 
multiple breaches can occur, especially when the system is severely overloaded. Ideally one 
would want to compare the hydraulic loads with the strength of the system to estimate the 
number of breaches, but the required information was not available within the scope of this 
study. A pragmatic approach has been chosen by assuming the following number of breaches for 
various scenarios: storm failure: 2 breaches; earthquake failure: 10 breaches; sunny day failure: 1 
breach (see Table 4.2). However, more refined analyses for individual structures and breach 
types and different breach dimensions could be made in future work.  

4.3.2 Analysis of different interconnected  infrastructure failures: Overview 
A number of scenarios have been analyzed that include multiple infrastructures and interactions 
between failures. These are schematically shown in Figure 4.6 and analyzed and described in 
more detail below. A complete set of input values and results is included in Appendix 4 of this 
report. 

 
 
Figure 4.6: Overview of Sherman Island ICIS failure scenarios. 

4.3.3 Failure of Gas transmission line due to levee failure (L1) 
Historical events have demonstrated that erosion of the foundation can lead to pipeline rupture. 
A pipeline failure in 1994 in the San Jacinto River Valley, near Houston, Texas, was caused by 
riverbed erosion. Four pipelines broke and oil and gas were spilled, causing pollution and fire 
(Bonn et al., 1996). Antonioni et al. (2009; Table 3) present statistics on flood disasters that 



  

 

affect industrial facilities and pipelines and report that 17.2% of the pipelines were damaged in 
78 events.  
 
Sherman Island has a number of major underground gas transmission lines that are typically 
buried 5ft deep (see Figure 4.2 for an overview). These are part of a larger transmission network 
in the delta that is largely managed and operated by PG&E (see appendix 3 for an overview). 
Different events could occur with respect to the gas transmission lines on Sherman Island in 
relation to the wider system:  
 

·  Controlled stop of operation of gas transmission lines on Sherman Island  
·  Damage to gas transmission in a wider area outside Sherman Island because of 

uncontrolled stop of gas transmission. 
·  Uncontrollable structural damage to the gas transmission line and a consequent release 

and explosion.  
 
In this study, the third type of event has been considered. The probability of an explosion due to 
a pipeline in the eroded breach zone for a given event is estimated as follows:  
 

pN
SIiBBbreachpipeirupturepipe LNLPP )/1(1 ,|,, --=  

Ppipe|breach – probability of pipe rupture and explosion given that the pipe is in the breach zone 
(=0.5) 
Np – number of pipeline crossings the levee system (11)  
Lb – width of breach zone (=600m) 
NB,I – number of breaches for the scenario I (Earthquake, storm, sunny day – see Table 4.1) 
LSI – total length of Sherman Island (=32000m). 
 
In addition to the pipeline crossings there are a number of areas where pipelines are parallel and 
near the levee. If the pipelines were within the assumed breach zone, the additional contribution 
to the failure probability has been estimated.  
Even if pipelines are in a breach zone there will still be conditional probability of failure (and 
survival). In this study that value is conservatively estimated at 0.5. The results for the calculated 
values of pipeline rupture and explosion are presented in Table 4.3. 
 
Table 4.3: Probability of pipeline failure /explosion. 
Scenario Probability of flood with 

at least 1 pipeline failure 
Probability of pipeline 

failure given the scenario 
Storm  1.1.10-2 0.19 
Earthquake 2.43.10-2 0.66 
Sunny Day 1.74.10-4 0.10 
Total 3.54.10-2  
  
The conditional probabilities of gas transmission line failure are relatively high and these results 
are dependent on the inputs values. Some of these inputs could be assessed from the GIS system 
or literature, e.g. the number of pipelines. For other important variables, e.g. the probability of 
pipeline rupture given erosion of the soil, an expert judgment had to be made. The complete set 
of input variables and related sources is included in Appendix 4. Further analysis of some of 
these critical parameters could improve the accuracy of the results, based on further analyses and 



  

 

literature study. Additional probabilistic calculation could be done to assess the probability of 
more than one pipeline failures, as multiple pipelines could be affected by the same flood or 
earthquake event. 

4.3.4 Failure of Major Powerlines due to levee failure (L2) 
Two major 500kV transmission lines run through Sherman Island, supported by a number of 
towers that have concrete foundation piles (Figure 4.3 ). The total length  of these major power 
lines on Sherman Island equals about 30km.  
 
In addition, there is a local power network on the island to ensure power supply to inhabitants 
and business on the island. During a flood event it is expected that local power supply will fail as 
some critical elements are located at the field level. With respect to the major transmission lines 
various events could occur, such as a controlled stop of power transmission through Sherman 
Island, or an uncontrolled stop which could lead to blackouts in the larger network, or structural 
failure of parts of the network due to the the effects of flooding or other hazards, such as storms 
or earthquakes.  
 
In this section, as an example, the structural failure of the towers due to breaching has been 
considered. The other events could be analyzed in more detail using the same principles and 
models for analysis of power networks.  
 
To identify the probability of major damage to the power lines due to flooding the probability of 
structural failure of a support tower in the breach zone is estimated. The analysis and formulas 
are very similar to those used for the gas transmission lines (see previous pages) and therefore 
only results are presented in Table 4.4. There are 10 locations where the powerlines cross the 
levees or are very close. This analysis is similar to the analysis of gas transmission line failure 
and therefore only the results are presented in Table 4.4. 
 
Table 4.4: Probability of powerline failure for various flood scenarios. 
Scenario Number of 

breaches 
Probability of flood with at 

least 1 powerline failure 
Probability of powerline 

failure given the 
scenario 

Storm  2 9.98.10-3 0.17 
Earthquake 10 2.30.10-2 0.63 
Sunny Day 1 1.59.10-4 0.089 
 
In addition, power lines could fail due to an explosion of a nearby gas transmission line. This 
cascading event is analyzed in a later section on joint failure of power and gas transmission lines. 
Other events, such as windstorms and earthquakes, that could lead to catastrophic damage of the 
power network have to be considered as well.  

4.3.5 Failure of road system due to levee failure (L3) 
The Sherman Island road infrastructure consists of highway 160 which runs through the island 
and a local road system. As an example, highway 160 is considered. The lowest elevation of the 
highway is –8.5ft. It is 3 ft higher than the surrounding land which has an elevation of –11ft. It is 
therefore expected that rainfall will not lead to major road flooding on highway 160, but it could 
lead to accessibility problems on local roads. 



  

 

 
One hydrodynamic flood simulation of levee breaching is available for Sherman Island (see 
Figure 4.7). This shows that, due to bowl / bathtub shape of the island, it rapidly fills with water 
within a couple of hours. It is therefore assumed that every levee failure would lead to flooding 
of the largest part of the area and failure of the major road system on Sherman Island.  

 
Figure 4.7: Screenshot from a flood simulation for Sherman Island, 5 hours after breaching (SOBEK model, 
analyses by R. Marzion). 
 
More flood simulations in combination with transportation network analysis could be undertaken 
to assess the effects of flooding on the network availability and transportation capacity. A related 
aspect that has to be considered is the availability of the main exits, the Antioch and Threemile 
Slough bridges, during a heavy storm, flood or earthquake event.  

4.3.6 Joint failure of gas and power lines in the breach zone (L1 andL2; L1 and G3) 
Previous sections included analysis for failures of single infrastructures as a result of levee 
breach. In addition, simultaneous failure of power and gas transmission lines could occur due to 
the following mechanisms7: 
 

a) Multiple breaches: Scenarios with multiple breaches could damage a power and gas 
transmission line at different locations. 

b) Co-location in one breach zone: 
1) Both systems are damaged due to erosion and flood effects in the breach zone.  
2) If the gas system is damaged (due to breaches) and the consequent explosion 

destructs a nearby power transmission line.  
 
The cases are described below and the resulting conditional failure probabilities are summarized 
in Table 4.5.  

                                                 
7 Events a and b1 are hazard dependent failures, b2 concerns a cascading failure. 



  

 

 
Ad a)  
Scenarios with multiple breaches could affect power and gas transmission lines at different 
locations around the island. The occurrence of such simultaneous damages can be treated as 
independent events8 and thus (conditional) probabilities for single infrastructure failures can be 
multiplied.  
 
Ad b1 and b2) 
Figure 4.8 shows how a power and gas transmission line could be co-located in a potential 
breach zone if their mutual distance d is smaller than the width of the breach zone (600m). 
Failure scenario b1) occurs if both systems are damaged due to erosion and flood effects in the 
breach zone.  Scenario b2) occurs if the gas system is damaged (due to breaches) and the 
consequent explosion destructs a nearby initially undamaged power transmission line.  
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Figure 4.8: Co-location of gas and power transmission line near a potential breach zone 
 
Ad b1) There are two locations on the island where gas, power and levee systems are co-located 
within one potential breach zone (d<600m). One location is in the north of the island and two 
power lines and two pipelines are located near each other. Another similar situation is found at 
the southern part of the island where the distances between the lines are less than 50m (see 
Figure 4.9). 

                                                 
8  Apart from the zones where both systems are co-located – see below. 



  

 

 
 

 
Figure 4.9: Overview of location of co-located infrastructures on the Northen and Souther side of Sherman 
Island. 
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Based on these measures the total levee length could be calculated9 in which a breach could lead 
to failure of both the pipeline and powerline. The failure probability of event b1) can be assessed 
by estimating the likelihood that the powerline and gas pipeline simultaneously fail in the 
identified breach zone. As both the pipe and the powerline need to fail and both are independent 
events and systems, the conditional probabilities for a single system (0.5) are multiplied to obtain 
the probability of joint failure.  
 
Ad b2) An explosion in a gas transmission line in the breach zone could lead to catastrophic 
damage to powerlines if these are close enough to the pipeline. This is assumed to be the case 
when the powerline is within the zone where catastrophic effects of the explosion occur, i.e. 
d<100m (Anon, 2011). There are two locations on the island where power and gas transmission 
lines are co-located within 100m. 
 
Table 4.5: Conditional probability given levee failure for various events that lead to simultaneous failure of 
power and gas transmission lines. 
 Storm flood Earthquake 
a) Multiple breaches damage both 
power and gas transmission line 0.027 0.19 

B1) One breach damages co-located 
gas- and powerlines  

0.025 0.12 

B2) Breach damages gas 
transmission line and explosion 
leads to failure of co-located 
powerline 

0.014 0.072 

Total 0.067 0.40 
 
The probabilities of simultaneous and single occurrence of power and gas transmission line 
failures could be shown in a Venn diagram. The area of overlap represents the probability of 
simultaneous failure during an event. 
  

Gas power 

 
Figure 4.10: Venn diagram showing the overlap between gas transmission line failure and powerline failure. 
 
The triple cascading effect of the levee breach that leads to an explosion of the pipeline, which 
damages the powerline (event b2) is most likely. This has to do with the fact that there are two 
locations for which power and gas transmission lines are co-located within a potential breach 
explosion.  
 

                                                 
9 Figure 4.8 shows that the levee width for which breaches would affect both systems equals (2 x 300m – d). 



  

 

4.3.7 Other infrastructure failures and event scenarios 
The previous sections have focused on the effects of levee failure on gas and power transmission 
infrastructures. For completeness and for purposes of comparison a selected number of other 
events have been analyzed and described below. 
 
Initial gas pipeline explosion leads to levee failure (G1) 
Pipeline ruptures and consequent explosions can occur due to various reasons, such as corrosion, 
construction activities. Literature suggest that that the rate for such events is approximately 10-6 
per year per km pipeline (table 3.7 in Uijt de Haag and Ale, 2005, ; Anon, 2011).  The total 
length of pipelines of Sherman Island is about 50 km and the probability of an explosion 
therefore becomes 5.10-5 per year. 
 
One possible scenario is that an explosion of a pipeline damages a nearby levee with consequent 
levee breaching and flooding as results. Whether a levee will fail and flooding will occur 
depends on the proximity of the explosion near the levee, atmospheric conditions, the type and 
substances of materials that flow through the pipeline, the water levels in the river and the 
geotechnical behavior of the levee during the explosion. Based on (Anon, 2011) it is assumed 
that the radial distance in which destructive damage to structures and levees occurs is 100m. 
Using  spatial data on pipeline crossings and pipelines near levees it is estimated that over a 
length of 5000m the pipelines would be close enough to damage the levee. A constant failure 
rate of pipelines per unit length is assumed. The estimated probability of levee failure due to 
pipeline explosion becomes 5.10-6 per year and this several orders of magnitude smaller than the 
levee failure probability due to storms and earthquakes (about 0.1 per year). 
 
Effects of gas transmission line explosion on road (G2) and power (G3) networks 
An explosion in a gas transmission line could lead to failure of the road and / or power network. 
This depends on the proximity of these systems. Based on the analysis in the previous paragraph 
it is expected that failure probabilities of such failures are relatively small (<<10-5 per year). 
 
Damage to powerlines and pipelines due to earthquakes 
Apart from flooding and levee breaching, an earthquake can be an important cause of damage to 
infrastructures in large parts of California. Information from historical earthquakes (Ballantyne, 
2008) shows that in several earthquakes pipelines were damaged, and some of these events lead 
to consequent fire and loss of life and injury. Antonioni et al. (2009) investigated the effect of 78 
earthquake events on chemical facilities and showed that about 17% of the large diameter pipes 
were damaged.  
 
For Sherman Island the peak ground acceleration with a 100 year return period is estimated to be 
in the range 0.16g to 0.20g and around 0.4g for a 500 year return period (URS, 2007). Heavy 
damage to structures and infrastructures is expected to occur for pga values higher than 0.3g. 
Based on these very general numbers it is expected that the probability of damage due to 
earthquakes is not higher than for floods (return period in the order of magnitude of 10 to 100 
years). However, further (probabilistic) analysis of earthquake loads, their occurrence and the 
consequent likelihood of powerlines and pipelines would be needed to characterize the Pf of 
these systems for earthquakes.  
 



  

 

Interaction between powerline failure and road network availability 
Failure of the local power system on Sherman Island could affect the road system, e.g. because 
signals do not work, or because repair or downed powerlines will require (partial) closure of 
roads. Without flooding, these events will lead more to a disruption of the local road system than 
a total failure. This type of event has therefore not been considered in more detail. 
 
It is noted that levee and failure and wind damage can both be related the occurrence of a storm. 
This could lead to damage to the powerlines and the occurrence of high water levels and waves 
and consequent levee failure. Further investigation in the design criteria for powerlines and 
support towers related to wind speeds, in combination of analysis of the role of winds in the 
occurrence of critical hydraulic conditions for levees, could provide more insight in the 
magnitude and relevance of this dependence. 
 
Effects of Flood fighting and interdependence between levees, roads and flood fighting (R1) 
The influence diagram shows how flood fighting can affect the probability of failure of levees 
and thereby also the consequent failure probability of other infrastructures within the levees. The 
effects of flood fighting on levee failure probabilities are a topic of ongoing research (RESIN). In 
this research the effects of human and organizational factors and operations need to be assessed 
and included in the failure probability estimates for levees. Provisional results are documented 
by de Corn and Inkabi (2010) and it is estimated that flood fighting could reduce the likelihood 
of levee failure by 50%. Further conceptual analyses of effects of human interventions on 
probabilities and risks are included in section 5 of this report. A related topic that is analyzed in 
more detail in section 6 is the interdependence between levee conditions, road flooding and flood 
fighting operations.  

4.3.8 Overview and discussion of results 
The results of the analyses from the previous sections have been summarized in two tables. Table 
4.6 gives an overview of failure probabilities of various (combinations) of events, including 
simultaneous failures of levees, power and gas systems. Table 4.7 includes the interconnections 
matrix for the flood scenario. It shows the initial failure probabilities for various infrastructure 
failures for Sherman Island and estimates of the conditional failure probabilities of other 
infrastructures.  
 
Based on these results the contribution of the cascading effects of levee failure to the Pf of the 
other infrastructures can be estimated. An interesting case concerns the gas transmission lines. 
The initial likelihood of failure of gas transmission lines on Sherman Island due to causes such as 
corrosion or construction activities is about 5.10-5 per year. The additional failure probability of 
gas transmission lines due to levee failure (both flood and earthquake scenarios) is about 
3.5.10-2. Especially the contribution of the earthquake scenario is significant due to the large 
number of breaches. The results are very dependent on the sometimes conservative assumptions, 
but this shows that the cascading effects of levee failure are expected to add significant risk to 
the other infrastructures within the island.  
 
The results also show that the joint failure of the three infrastructures is not insignificant (0.0182 
per year when aggregated for the flood and earthquake scenario, corresponding with a 0.19 
conditional probability value in case of levee breaching). 



  

 

 
A further discussion of these results in a broader context is included in the final discussion 
paragraph of this section.  
 
The interconnections table shows that some initial failure probabilities (power, roads) and 
transition probabilities have not been estimated yet. The methods and approaches from this 
section can be used to further derive these values. 
 
Table 4.6: Overview of probabilities of various events. 

  Storm Earthquake 

Event Code Probability Probability 

prob. Of levee breaching of Sherman Island L 5.79.10-2 3.67.10-2 

Conditional probabilities    

Road flooding L3 1 1 

Prob. Of power failure L2 0.16 0.51 

Prob. Of gas failure L1 0.17 0.45 

Prob. Of power and gas failure L1,L2 and L1,G3 0.067 0.39 

Prob. Of flooding without power loss and pipeline failure 0.74 0.20 

    

Probability of gas transmission line explosion  5.10-5 
Conditional probability of levee breaching due to 
gas transmission line explosion  0.1 

 
Table 4.7: Interconnections matrix, showing the initial probability of failure of an infrastructure an d 
conditional probabilities of failure for other infr astructures for the Sherman Island case. 
          Will 
affect: 
Failure of 
system: 

Initial 
failure 
probability 

 Levee Gas Power Road 

Levee* 0.0579  1 0.16 0.17 1 
Gas 5.10-5  0.1 1 n.a. n.a. 
Power n.a.  0 n.a. 1 n.a. 
Roads n.a.  n.a. n.a. n.a 1 
* for the storm flood scenario 
n.a. – not available  
 
Multiple infrastructure failures 
The results give insight in the effects location and zoning policies of line-shape infrastructures, 
such as power and gas transmission lines. Co-location of different types of increases the 
likelihood of failure due to multiple infrastructures during the same event. Locating 
infrastructures at different locations of the island reduces the likelihood of joint failure, but 
increases the probability of damage due to single infrastructures (i.e. there is a larger probability 
that one of the infrastructures is affected by a breach). This is schematically shown in Figure 
4.11. Eventually, such risk based considerations can be included in decision making about the 
optimal location and zoning of infrastructures.  
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Figure 4.11: Effect of infrastructure location strategy on probabilities of single and multiple infrastructure 
failures. 
 

4.4 Sherman Island Consequences and Risks 

4.4.1 Consequences of failure 
An important part of the risk characterization concerns the analysis of the consequences of 
failure (Cf). A first characterization of economic damages based on available studies and a 
number of assumptions has been given below based on various sources (Powers et al., 2011; 
URS, 2009c), see Table 4.8 for an overview. 
 
The damage due to flooding to island assets (commercial, roads, residential) is estimated to be $ 
22 million (URS, 2009c). This is the damage without the failure of powerlines and gas 
transmission lines.   
 
The damage due to failure of transmission lines has two main components: 1) the direct costs 
within the island for replacement of the lines and damages to local users; 2) the indirect costs due 
to loss of services and functionality outside the flooded island. 
 
As a measure for the direct costs the replacement costs are used.. The replacement costs for a 
mile of 500 kV powerline is: $ 1.7 million and it is  $ 2 – 3 million for 1 mile of gas transmission 
line. It is assumed that in case of structural damage to one of the transmission networks about 1 
mile of lines has to replaced.  
 
The indirect costs of loss or disruption of gas or power transmission outside the island are 
highly dependent on several factors. These include the timing of the failure during the year, the 
criticality of the line that has been damaged, the ability of the remaining parts of the network to 
take over the supply, the management and operation of the lines during and after the crisis, etc. It 
is therefore complex to estimate the monetary losses associated with these failures. This would 
require further analysis of network performance and economic analyses of damages. Studies 
indicate that the consequences associated with a failure of major gas transmission lines in the 
delta can be enormous. For example, the costs associated of gas transmission line 57B (not 
located on Sherman Island) during the winter period could range between $ 75 million to $ 1.2 



  

 

billion (URS, 2008). The indirect costs associated with failure of two 500 kV Transmission lines 
for the summer month can be in the range between $ 10 million and $ 32 million. 
 
Table 4.8: Summary of damage estimates (106 US $)  and information for Sherman Island infrastructure 
failures. 
Damage type Direct (within Sherman Island) Indirect (outside Sherman 

Island) 
Assets (commercial, residential) 22  - 
Gas transmission line 2 – 3* 75 - 1200 
Power transmission line 1.7* 10 - 32 
* assuming that one mile of transmission line has to be replaced. 

4.4.2 Risks 
The failure probabilities and damages for the various scenarios have been combined. Given the 
dependence of indirect damages on several factors and the wide range of indirect damage 
estimates no realistic estimate for the indirect damage could be derived within the scope of this 
case study. Instead, it has been chosen to estimate the risk based on replacement costs only, but 
to add the (qualitative) notion that damages can be much higher due to indirect effects. These can 
be seen as lower-end estimates of the overall damages and risks.  
 
The resulting risk curve is shown below. The obtained risk curve that includes cascading failures 
to power, gas or both (the black line) has been compared with a risk estimate that would only 
consider damages to assets (grey line). This shows that the risk increases due to the fact that 
there is an additional (conditional) probability that additional failures and damages occur due to 
failures of gas and power systems. The expected value of economic damage equals $ 2.24 
million per year with cascading failure and $ 2.1 million without cascading failures. Although 
the differences in risks are not major in terms of expected value (7.5%), the analyses show how 
risk can increase due to cascading failures.  The results of this analysis can be used as input for 
decision-making and the identification of efficient risk reduction strategies.  
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Figure 4.12: Risk curve, showing the probability of damage with and without cascading failures. 
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4.5 ICIS Risk Analysis: Sherman Island and the Sacramento – San Joaquin Delta  

4.5.1 General 
The previous sections focused on the analysis of interconnections between infrastructures within 
the levees of Sherman Island. However, the infrastructure elements and systems on the island, 
such as the roads, gas and power transmission lines will be a part of larger systems, are part of 
larger infrastructure systems in the Sacramento – San Joaquin delta (see Figure 4.13). For 
example, the extreme water levels near Sherman Island will be influenced by upstream 
discharges, operation of reservoirs and weirs, and possible levee upstream breaches. The effects 
of flooding of an island can expand to infrastructure elements and systems outside the island and 
lead to loss of power or gas transmission in parts of the delta or California. In addition, the 
functioning and operation of systems outside the island (power, and gas operation, emergency 
management) will affect the effects of flooding on infrastructures on Sherman Island. For 
example, supplies from outside the threatened island will be needed for flood fighting or 
emergency management. Gas and power transmission lines on Sherman Island will be managed 
and operated outside the island. This sections conceptually describes how these interactions can 
be further included in ICIS risk analysis.  
 

 
Figure 4.13: Overview of infrastructures in the Sacramento – San Joaquin delta. 
 



  

 

4.5.2 Approach for delta-wide ICIS risk analysis 
The scope and scale of the risk analysis depends to a large extent on the management question 
and the geographical scope of the analysis (see section 2.5). The following steps can be used to 
analyze how a flood events will affect (interconnected) infrastructure systems in a larger area, 
such as the Sacramento – San Joaquin delta: 
 
1. Selection of a hazard scenario that relates to flooding and other hazard conditions (wind, 

earthquake). This part of the analysis includes the definition of the number of breaches, 
location(s) of breaches and flood effects.  

2. Analyze the effects of levee breaching on infrastructure elements on the island(s)  
3. Analysis of effects on and interactions with larger infrastructure systems: i.e. how will 

damage to infrastructure elements on the island(s) affect infrastructure systems that expand 
outside the flooded island(s)? How will the performance of these infrastructures affect the 
performance of infrastructures on the islands? 

 
The above steps could be followed for a set of different scenarios (see next paragraph) for which 
Pf (probability of occurrence) and Cf (consequences) are estimated to characterize the overall 
ICIS risk. Such an analysis will include iterative and elements as the analyst will need to zoom in 
to the level of the infrastructures on Sherman Island, and zoom out to the wider effects in and 
inputs from the delta infrastructure systems. Within this overall framework the  case study has 
addressed how the effects of flooding for an island on the infrastructure elements on that island 
can be assessed (Step 1 and 2). Consequent analysis of the effects on infrastructure systems 
outside the island, interactions and other scenarios are future research tasks. 
 
The approaches that have been used for the Sherman Island case study in the previous pages of 
this section can also be used at a larger delta scale. One approach concerns the representation of 
functional relationships by means of influence diagram. The diagram below (Figure 4.14) 
conceptually shows how (flood) events on Sherman Island can affect other systems in the delta. 
Another useful approach is the analysis and mapping of spatial projections of these functional 
relationships by means of zones.  For example, the flooding of Sherman Island could change 
flows in the delta and lead to more salt intrusion and disruption of the State Water project. 
Another part of delta-wide investigation would analyze the effects of management and 
operations of infrastructures in the delta on the effects of flooding of Sherman Island and vice 
versa. 
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Figure 4.14: Schematic influence diagram showing relationships between Sherman Island and delta 
infrastructure networks. 

4.5.3 Delta interconnections and  event scenarios 
For a complete analysis of the risk various scenarios have to be analyzed. The scenario will drive 
the overall impacts on infrastructure systems and the extent to which effects will expand outside 
the directly affected area.  
 
 This is schematically illustrated in Figure 4.15. Breaching of levees on a single island will 
interrupt or potentially damaged some infrastructure elements (the red arrows). In that case 
transportation or gas transmission through the delta will likely still be possible using alternative 
routes and lines. However, loss of Sherman Island could lead to increased salt water intrusion 
(the blue arrow) and have effects for the pumps of the State Water project in the Southern part of 
the delta. 
 
A scenario with multiple breaches will affect more infrastructure elements and lines and more 
likely lead to significant damage or disruption of the systems in the delta. For example, 
coordination and execution of emergency management and flood fighting activities will become 
more difficult if multiple islands are flooded, due to blockage of roads and limitations in 
resources and materials for flood fighting. It will also be more difficult to continue operations of 
power and gas networks through the delta if parts of the network are damaged at various 
locations.  
 
 
 
 
 
 
 
 
Single island flooding Multiple island flooding 



  

 

Figure 4.15: Sketch of effects of single island failure (left) and multiple island failure scenario (Right) on 
infrastructures in the delta. 
 
Various event scenarios (storms, earthquakes, various flood scenarios) would need to be 
elaborated to get a full understanding of ICIS risks in the delta. To understand the systems in the 
delta it is necessary to systematically document the functional relationships between different 
infrastructure elements and systems at various scale levels. There is a concern that, for a scenario 
with many breaches, the consequences are so complex, with strongly coupled components and 
nonlinear feedback loops, that a large scale systems methodology might be more effective and 
reliable than attempting to model at a fine scale of granularity.  In particular, the latter 
engineering approach may underestimate the likelihood of emergent system catastrophes.This 
will be an area of further research.  
 
 



  

 

5 INCLUSION OF HUMAN INTERVENTIONS AND DYNAMICS IN ICIS RISK 
ASSESSMENT  

5.1 Background 
 
No system is ever purely physical or technical (Bea et al., 2009). As part of an integrated 
systems and risk assessment it is important to take into account human and organizational 
factors. This is challenging as these effects will be highly context specific and limited empirical 
evidence is available to quantify the effects of HOF on Pf and Cf.  This section discusses / 
analyses how control and management actions during operation and emergency management – 
here indicated as human intervention - can affect the probability of failure (Pf) and the 
consequences of failure (Cf). The first part of this chapter (section 6.2) discusses a general 
framework for including human intervention in risk analysis. In the second part the dependency 
on the timing of these action is discussed (section 6.3). 

5.2 Human intervention in risk analysis 

5.2.1 General 
To analyze the effects of human intervention we assume an existing system which will have 
certain Pf and Cf values for the situation without human intervention. Here, human intervention 
concerns the actions that are taken to prevent the system from failure and / or reduce the damage 
in a threatening situation. For example, flood fighting could reduce the failure probability of a 
levee during a threatening flood, and timely evacuation could reduce the loss of life due to 
breaching. Figure 5.1 shows how human interventions can influence the Pf and Cf for a given 
situation. This schematization is applicable for an existing engineered system at a certain point 
time. On the longer term human and management interventions could affect the physical state of 
the systems, e.g. by repairing weak links.  
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Figure 5.1: Schematic representation of the effect of human intervention on failure probability (Pf) and 
consequences (Cf). 
 
 



  

 

Where: 
P1 – Failure probability of the infrastructure system associated physical and environmental 
conditions that cannot be affected by human intervention 
P1,2 – Failure probability of the infrastructure system without human intervention 
D1 - consequences associated with the failure of the infrastructure system that cannot be 
mitigated through human intervention 
D1,2 – System damage without human intervention. 
 
The factor a gives the ratio between the system Pf without human intervention and the Pf with 
intervention, i.e. a=P1,2/P1. The factor b=D1,2/D1 and is a similar ratio for damages.  
 
There are systems for which the reliability to a large extent on control and operations from 
operators (resulting in large values of a). Without human intervention and operation the Pf of the 
system (P1,2 in Figure 5.1) would become high or approximate 1. Other systems rely to a large 
extent on the reliability of the engineered structures, so that P1,2 is already relatively small and 
the value of a is close to 1. For these systems human intervention is expected to have a relatively 
smaller effect. An example of such a system would be a levee system and generally a human 
intervention such as flood fighting is considered to be a “measure of last resort” to attempt to 
prevent levees from failing in threatening conditions.   
 
The degree to which damage can be reduced depends on several things: 

- The type of damage: the economic and structural damage due to levee failures can be 
hardly reduced due to human intervention. However, the loss of life can be significantly 
reduced due to timely evacuation (see also section 5.3). 

- The extent to which the hazard conditions allow sufficient time for human intervention, 
such as warning,  evacuation or changing operations of a system. In some cases, e.g. 
during an extreme tsunami wave, the conditions might be so extreme that human 
intervention is not possible or ineffective. 

5.2.2 Schematizing the effects of human interventions 
The concept introduced in the previous section (Figure 5.1) provides a basis for the estimation of 
assessing the effects of human interventions. In a conceptual and simplified example it is 
elaborated how human intervention can affect the systems risk. Combinations of the failure of 
the physical system and human intervention are assessed – see Figure 5.2. In the calculation it is 
assumed that failures P1 and P2|1 are independent and that there are only two states (fails or 
functions). In reality, human intervention can be effective to various extents. The success rate of 
a preventive evacuation can for instance range from 0% (no evacuation) to 100% (complete 
evacuation). For reasons of simplicity, this complexity is left aside here. While this does scant 
justice to reality, it is harmless in the sense that it does not affect the line of thought or our 
overall conclusions. The framework can also be extended with dependencies and multiple and 
even continuous states (See Jongejan et al. (in preparation) for more details).  
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Figure 5.2: Event tree with combinations of failure of the physical system and human intervention and the 
resulting level of damage. 
 
For this system the expected damage E(D) is found based on the probabilities and consequences 
of various combinations of failure of the physical system and human intervention. This leads to:  

( )bb 1|21|21111|2111|21 )1()1()( PPDPDPPDPPDE +-=+-=  

For small values of P2|1 this simplifies to 
( )b1|211 1)( PDPDE +»  

This formulation shows that the failure probability of the physical system (P1) and the damage 
that cannot be mitigated through human intervention (D1) have a large impact on the expected 
damage. Moreover, the effect of human intervention will be conditional on failure (P1) of the 
physical system, i.e. P2|1.The above approach can be used to assess the effects of human 
intervention on the systems Pf and risk. The probability of failure of human intervention can be 
estimated by means of various techniques. In previous research (Bea., 2002) so-called 
performance shaping factors (PSF’s) have been developed to quantify the effects of human and 
organizational factors on failure and human error probabilities. A more complete assessment of a 
system including human operations can be found by means of a so-called QMAS+ assessment, 
see e.g. (De Corn and Inkabi, 2010) for an application to flood fighting. Finally, techniques such 
as event and fault trees can be used to assess the reliability of emergency operations (Jackson et 
al., 2010). 
 
Simple example: levees and flood fighting 
We assume a levee system that could fail due to two causes: a storm and an earthquake. The 
associated failure probabilities of the levees are 0.05 per year for the storm and 0.02 per year for 
the earthquake. Flood fighting could reduce the likelihood of failure. Flood fighting will reduce 
the levee Pf for storm conditions by a factor of 2 (de Corn and Inkabi, 2010), but is not or less 
effective for an earthquake scenario and the probability that flood fighting fails given the 
earthquake is assumed to be 0.9. Now the systems failure probability can be assessed by 
including flood fighting. It is found that the failure probability is 0.043 per year (with flood 
fighting) vs. 0.07 per year (without flood fighting). 

5.2.3 General effects of human intervention on systems risk 
A more general characterization of the effects on human intervention on systems risk and 
reliability is given below (see Figure 5.3). In this elaboration we assume that human intervention 
will not affect the probability of loads on the system (e.g. earthquake loads), but the probability 



  

 

of failure give a load, i.e. the resistance10. The occurrence of loads is characterized by means of a 
certain probability density function: fL(x). Human interventions can reduce the conditional 
probability of failure given a load, see the dark response curve in the second figure. The 
schematic resistance curve shows that for extreme loads human intervention is expected to be 
less effective, as the system is massively overwhelmed by the loads. By integrating those two 
curves the probability density function of failures is found for the situation with and without 
human intervention (the third figure). The area under the third pdf equals the probability of 
failure and the figures below show how the Pf can be reduced . 

�
¥

¥-

= dxxFxfP RLf )()(  

Where: Pf – probability of failure; fL(x) – probability density function of loads; FR(x) – 
resistance curve without human intervention 
 
The probability of failure which includes the effect of human intervention (Pf*) can now be 
determined by repeating the above calculation with an alternative response curve FR*(x) that 
includes the effect of human intervention. 
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Figure 5.3: Effect of human intervention on the probability of failure. 
 

                                                 
10 A similar elaboration can be made for a case where human intervention affects the load (e.g. when floodwater is 
stored or rerouted), or the load and the resistance. 



  

 

The next step would be to analyze how human intervention could affect the consequences, e.g. 
by means of evacuation and / or reduction of the number of assets exposed. Eventually, the effect 
of human intervention can be displayed in a risk curve. As an example Figure 5.4 shows the 
probability of a large number of fatalities for flooding of South Holland (curve 0), a metropolitan 
area in the Netherlands. Human intervention, in this case evacuation (curve number 1), reduces 
the probability of exceedance of a certain number of fatalities. It is noted that the two curves 
merge in the tail in the right side of the figure,  as there will always be a (small) probability of an 
unexpected flood without warning and evacuation.  
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Figure 5.4: The impact of the strategy 1) improved evacuation on the FN-curve for flooding of  South Holland  
(Jonkman et al., 2011).  
 
The jagged nature of the two curves could be smoothed out if the significant degree of variability 
in death count for each scenario were taken into account.  Allowance for this uncertainty could 
increase the separation of the two curves at the extreme end.  
 
Furthermore, if a cost-benefit approach to evacuation decision-making were adopted, as 
indicated in 5.3.2, then, if thousands of lives are at risk, an evacuation call could be made even if 
there were a significant chance of a false alarm. Accordingly, such a decision-making strategy 
would also tend to widen the gap between the two curves at the extreme end. The effectivity of 
evacuation of a large number of people, however, is still in doubt, especially when evacuation 
time is limited in case of extreme flood danger. 
 
 



  

 

5.3 Time dependency and dynamics in risk analysis 

5.3.1 General 
One of the issues in assessing risks and management options for systems are possible changes 
over time. Certain changes and developments will play a role on the longer term (years to 
decades). The demands on a system in a delta may change due to long term processes such as 
climate change, sea level rise, changes in precipitation and runoff. The capacity of the system 
could decrease due to effects of subsidence and degradation of protection structures. 
Developments such as population growth, land development could lead to increases in the 
consequences. Changes in organizations, management and (budget and attention for safe) 
operation of the system could also affect the risk level. The effects of such long term changes are 
generally assessed and presented by comparing how the current risk level of a system will 
change due to various (uncertain) future scenarios.  
 
On shorter timescales (e.g. minutes, days, or sometimes weeks) environmental and system 
conditions may change. This will result in a dynamic development of both the probability of 
failure and the consequences. The ability of management organizations to reduce the 
probabilities and consequences of failure will also be time dependent. For some cases timely 
action will be critical to prevent failure and / or large consequences.  
 
A conceptual example is shown below. We assume an island / dikering that is threatened by 
flooding. The water levels will rise over time, leading to saturation of the levees and increases of 
the likelihood of various failure mechanisms over time (e.g. overtopping and piping). The 
consequences of failure are determined by static factors, such as the number of houses and values 
in the area at risk, but will also depend on time-dependent factors and human intervention. For 
example, the loss of life due to flooding can be decreased to a large extent by timely warning and 
evacuation of the population. However, the impacts could even be increased if the action is 
inappropriate or too late. For example, when the evacuation starts too late many people could be 
in their car on the road during the levee breach. It is key to acknowledge that there are 
uncertainties associated with the timing and occurrence (or not) of such interventions. These 
uncertainties can be described by probabilistic techniques, e.g. by means of continuous 
distributions of events or scenarios that characterize the uncertainty in the timing and 
effectiveness of human interventions.  



  

 

 

time 

Water level 
in river 

time 

Pf (failure 
probability) 
) 

Early flood 
fighting 

No flood 
fighting 

late flood 
fighting 

Time fo 
breaching 

Cf (loss of 
life) 

Early 
evacuation 

Late 
evacuation 

No evacuation 

Evacuation too late 

 
Figure 5.5: Effects of dynamics and time for the example of flood risk. 

5.3.2 Techniques  
It has been discussed that the probability of failure and the consequences can be dependent on 
the timing of human interventions. The effect of human intervention and the timing of that 
intervention can be modeled by means of dynamic event trees. These are techniques that are used 
to characterize the effects of emergency response decisions for nuclear hazards (Pauwels et al., 
2000) and floods (Frieser, 2003). An example of a dynamic event tree is given in Figure 5.5 for 
an example of a flood evacuation. These trees can be used to capture both the likelihood of 
successful human intervention11 and the effect of the timing of intervention on consequences12. 
In a broader context these techniques can be used to evaluate various options for the timing of 
human intervention in a risk-based framework based on characteristics such as:  

·  The benefits and costs associated with early intervention 
·  Costs and risks of unnecessary and / or too late intervention.   
·  Costs and benefits of decisions to delay interventions to gather more (certain) information 

to be able to make a better-informed and more certain decision. 

                                                 
11 The earlier the intervention, the greater the chance of success as there will be sufficient time for implementation of 
measures 
12 The later an intervention, such as evacuation, is implemented the smaller its effect on the consequences, in this 
case loss of life (see also Figure 5.5).  



  

 

 

 
Figure 5.6: Example of a dynamic event tree for the example of evacuation decisions related to flooding. 
When it is decided to delay the evacuation decision at ti, another evacuation decision can be made in a next 
period. 
 
The concept of timing of events and decisions can be implemented in the proposed Bayesian. 
Similar to the event tree shown above one or multiple events are added to include the different 
possible failures in time. A very simple example of a BN is shown below. It is shown how in the 
case of a storm event, the levee can either fail early during the storm (large damage) or later 
during the storm (smaller damage, as there will be more time for evacuation and mitigation 
actions). Conditional probabilities can be used to describe the likelihood of early or late failure 
during the storm13.  

                                                 
13 Note that the two examples concern irreversible changes between states (i.e. an evacuation cannot be changed to a 
non-evacuation; an late failure cannot change an early failure) and these are represented by unidirectional 
relationships in the influence diagram. The situation becomes more complex to represent for bidirectional 
relationships (system can change from state A to B, and change back from B to A during a next time step) and 
multiple states. Risk analysis techniques for these applications are introduced in the next section. 
 



  

 

 
Figure 5.7: Simple Bayesian network to include different failures in time (early and late failure) (left) and the 
equivalent Event tree (right).  (Note that the arrow between early and late failure is included to model that 
late failure will not be possible given that early failure has occurred).  
 
 
The influence of the insidious power of natural hazard events to seek out weaknesses and 
degrade the performance of human interventions can be very strong.  This engenders a degree of 
nonlinear coupling between disaster and effectiveness response, which may be significant.  A 
classic example is of an earthquake damaging the exterior of a fire station sufficiently to prevent 
fire trucks from exiting to put out fires and rescue victims.  In a flood context, as discussed above 
in the report, emergency workers may themselves be stranded at home by floodwaters and be 
unable to join rescue missions.  A more extreme scenario is one where key safety managers are 
absent from duty, for a variety of reasons, e.g. on vacation, sick, searching for, or looking after, 
family members etc..  Holiday periods, such as August, or Christmas or Easter, are awkward 
times for hazard events to occur.  One of the consequences of a natural disaster may be a 
breakdown of civil order, and opportunist looting.  The UK looting riots of August 2010 were 
allowed to spread because of under-staffing: many police were away on vacation, including the 
police chief in the London district where street violence first erupted.  
 
These important issues need to be further modeled in future research. 
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6 RISK ANALYSIS TECHNIQUES FOR INTERDEPENDENT SYSTEMS 

6.1 Background 
Previous sections have focused on static situations (in which the failure probability is assumed to 
be constant) and / or unidirectional relationships (change in system A leads to change in system 
B). However, in various practical situations there will be interactive or bidirectional relationships 
and thus interdependence. This implies that a system A will affect the state of system B, and this 
last change will feedback into system A. Such bidirectional relationships can only occur in a 
system that will change over time. The initial effect from A on B, will feed back from B to A at a 
later time step. An example of an interdependent system the concerns the bidirectional 
relationship between levees and flood fighting14. The state of the levees (E.g. breaching or 
leakage) will affect the possibilities for flood fighting, and flood fighting will affect the state of 
the levees. The state of a system can change over time due to several causes, such as recovery 
due to human interventions, or degradation, or failure of (parts of) the system due to the 
increasing loads over time. The techniques that have been introduced earlier in this report (event 
tree and Bayesian network) are less suitable to model interactive systems in which there are bi-
directional relationships. In this section we will introduce approaches to deal with these 
interdependent systems and changes over time in the context of ICIS risk analysis. 

6.2 Modeling of interdependent systems by means of Markov Chains 

6.2.1 General 
We assume that a system can be in three states: 1) normal operation; 2) disruption; 3) failure. For 
example for a levee we would consider leakage and sand boils as phenomena of the disrupted 
state and breaching of the levee would be failure. For every considered time step the system 
could change to one of the other states or remain in the existing state. In this sequence it is 
assumed that degradation (from normal to disruption or failure) or recovery (a transition from the 
disrupted or failed state to the normal operation) can occur.   
 
Even for a limited number of states and time steps this system can already lead to a large number 
of combinations, as is shown in the example below (Figure 6.1). As every time step results in 
three possible outcomes the number of branches grow rapidly with the number of time steps. The 
total number of possible paths equals nt; where n – number of states; t – number of time steps.  

                                                 
14 This example  is analyzed in more detail in section 6.3.3 
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Figure 6.1:Progression of changes of system states over time. 
 

6.2.2 Markov Chains 
The occurrence of changes in the system at certain time step will be uncertain and therefore the 
occurrence of changes in the system can be described as a stochastic process. This process, as 
shown in Figure 6.1, can be modeled probabilistically by means of Markov Chains15. These can 
be used to model (the likelihood) of transitions of one state to another. Markov Chains have been 
applied in the civil engineering domain to analyze the probabilities of directional shifts in 
hurricanes approaching off-shore platforms (Ying, 1996) and transitions between damage states 
for earthquakes (Thiel and Zsutty, 1987).  
 
A statistical process is a Markov-process if the probability distribution of the progress of the 
process from an arbitrary point in time, is determined exclusively by the state at that point in 
time and not by manner in which the state was reached. A Markov-process is therefore a process 
without a memory. In the reliability analysis of a component this means that a repaired 
component is equivalent to a new component. 
 
Within a Markov process the probability of reaching a state at a next time step is only dependent 
on the current state of the system and not on the previous states. It is assumed that these changes 
can only occur at discrete time steps. The likelihood of changes from one state to another can be 
described by a transition probability matrix. It describes the probability of a transition from state 
i to state j for every single time step.  
 

                                                 
15 More information on Markov chains can be found in various sources, such as (Jun Ying, 1996; 
section 3.4 ) and http://en.wikipedia.org/wiki/Markov_chain 
 



  

 

For a discrete parameter and homogeneous16 Markov Chain we define a transition probability as 
follows: 
Pi,j(t) = P (Xt=j | X0 = i) 
Where X denotes the state of the system, t – time step 
 
A transition probability matrix can be created and it has the following format: 

 
The rows indicate previous state (“from”) and the columns the transitions to another state. For 
example, P2,1, describes the probability of a transition from state 2 to state 1.  The sum of 
probabilities for every row equals 1 as the system needs to be in one of the possible states. 
 
Figure 6.2 gives a more conceptual representation of the transition probability matrix. The 
transition probabilities relate to different transitions of the system. The probabilities on the 
diagonal axis (i=j) indicate the likelihood that system remains in a certain state. The probabilities 
below the diagonal axis indicate restoration or recovery of the system to a better state. Those on 
the right side indicate a transition of the system into disruption or failure. 
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Figure 6.2: Overview of possible changes in system states, based on a transition probability matrix. 
 
The table below gives an example for a hypothetical levee system with three states. Some 
comments are added to illustrate the meaning and use of these probabilities. 
 

                                                 
16 A Markov chain is homogeneous is the transition probabilities for every time step are equal. 



  

 

 

Disruption will be repaired 
to normal, e.g. by 
stopping seepage 

Failure will be “moved 
back” into disruption, e.g. 
by closing a breach 

Disruption 
(sandboils) will grow 
to failure (breach) 

Probabilities of moving from the 
normal to the disrupted or failed state 

              To: 
From /  

I: normal Ii: disrupt Iii: fail 

I: normal 0.9 0.08 0.02 
Ii: disrupt 0.25 0.5 0.25 
Iii: fail 0 0.2 0.8 

 

 
 
Figure 6.3: Example of a transition probability matrix for a levee. 
 
The same information with respect to the transition can be displayed in a graph. The arrows 
indicate the probability of the change of a state into a next one. 
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Figure 6.4: Markov Chain for the hypothetical levee system. 
 
To assess the probability of occurrence of the various states at certain time steps an initial 
condition has to be assumed. This has the form of a row matrix and is described by  
P(0) = [ P1(0)  P2(0)  P3(0) …. Pn(0) ]   
Where Pi(0) is the probability the system is in state I at time step 0. 
 
For example, we can assume that the levee system is in normal condition at t=0 and the starting 
condition can be described as P(0) = [1 0 0]. After a number of time steps a so-called steady state 
will be reached, which is independent of the starting condition.  
 
The example can also be calculated using dynamic bayesian network (see Sec. 6.4). 



  

 

6.2.3 Example: levee 
For the example it has been assumed that the system starts in normal condition [1 0 0] and that 
the earlier presented transition matrix is used (Figure 6.3). The development of probabilities over 
the time steps is show below and the steady state is reached after about 25 time steps and [0.5 0.2 
0.3], i.e. the is a 50% probability of being in the normal state, 20% In the disrupted state and 
30% for the failed state. The same steady state is reached if an alternative initial condition is 
chosen, e.g. [0 1 0] – i.e. the initial condition is disruption. 
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Figure 6.5: Markov Chain results for a hypothetical levee system that starts in the normal operation 
state. 

6.2.4 Inhomogeneous Markov Chains: example 
The previous example concerned a time-homogeneous Markov Chain, in which the transition 
probabilities are the same for every time step. In reality the transition probabilities could change 
over time, e.g. due to development of the hazard conditions or human intervention. The effect of 
changes in the transition probabilities is illustrated below. After the tenth time step an alternative 
set of transition probabilities is assumed. In general, it is challenging to model time dependent 
(transition) probabilities as empirical data is limited. 
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Figure 6.6: Example for the levee system for an inhomogeneous Markov Chain that changes at time step t=10. 

6.2.5 Application to human intervention: Example of flood fighting  
Markov Chains can be used to model the likelihood of occurrence of transitions over time. For 
example, it can be estimated during a flood wave what the probability is that a leaking levee will 
change into failure. As the approach includes “transition probabilities” the effects of human 
intervention can be included. For example, a levee system with better flood fighting operations 
will have a smaller probability to shift from the disrupted state (leakage) into failure (breaching) 
than a levee with poor flood fighting. 
 
The effect of human interventions such as flood fighting can be reflected in the transition 
probability matrix. A system with reliable flood fighting operations has a smaller chance of 
moving into the failed state. The figure below shows the two transition probability matrices and 
the effects of changing the numbers in the matrix on the probabilities of various states. The 
conditional probabilities with circles have changed to account for improved flood fighting. 
Figure 6.7shows the likelihood of the occurrence of various states over time for the starting 
condition of a disruption (i.e. P(0)= [ 0 1 0]).  



  

 

 

 
From / to I: normal Ii: disrupt Iii: fail 

I: normal 0.9 0.08 0.02 
Ii: disrupt 0.25 0.5 0.25 
Iii: fail 0 0.2 0.8 

 

 
From / to I: normal Ii: disrupt Iii: fail 

I: normal 0.9 0.08 0.02 
Ii: disrupt 0.4 0.5 0.1 
Iii: fail 0 0.3 0.7 

 

Original system System with improved flood fighting 

Likelihood of returning to 
normal state increased due 
to improved flood fighting 

 

levee system: base case and flood fighting

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20

time step

P
ro

ba
bi

lit
y 

[-]

Base 1) normal

Base 2) disruption

Base 3) Failure

FF 1) normal

FF 2) disruption

FF 3) Failure

 
Figure 6.7: Effects of flood fighting on the transition probability matrix (tables) and the Markov pro cess 
results (figure). In the figure, FF indicates a situation with improved flood fighting. 
 
The steady state is [0.71 0.18 0.11] for the situation with improved flood fighting (i.e. 71% 
normal operation, etc.) vs. [0.5 0.2 0.3] for the base case. Increasing the reliability of flood 
fighting decreases the probability of failure. For the case with flood fighting the steady state is 
also reached somewhat earlier (between 10 and 15 time steps) than for the base case. The 
example shows how improved flood fighting reduces the probability of failure and increases the 
likelihood that a system will return to normal operation within a limited number of time steps. 

6.3 Application of Markov Chains to ICIS 

6.3.1 Application to unidirectional relationships 
The examples in the previous section concerned changes in time for a single system. How can 
these techniques be applied to interconnected systems? First, we consider a unidirectional 
relationship between two system A and B (see Figure 6.8). The state of system A (e.g. the levee) 
will influence the probability of a state change or failure in system B (e.g. the power system). 
The relationship between the two systems is unidirectional, so system B “follows”17 the changes 

                                                 
17 The relationship between the two systems could be described by a conditional probability, so it is not necessary 
that the state of system B changes when there is a change in system A. The unidirectional relationship implies that 
system B can only change when changes in system A occur. 



  

 

in system A . It is assumed that the changes in the state of system A over time can be described 
by means of a Markov process (see previous sections). 
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Figure 6.8: Unidirectional relationship between system A and B. 
 
The modeling of the ICIS by means of Bayesian networks (the link between A and B) can be 
linked to the analysis of transformation of system states for system A (the Markov Chain). For 
every time step the probability distribution for the state of system A is given as input, and 
consequently the probability of the states of system B is calculated for every time step. 
 
The relationship between systems A and B can be modeled by a set of conditional probabilities 
(e.g. the probability of occurrence of state n in system B given the occurrence of state m in 
system A). These conditional probabilities can be included in another probability matrix, 
indicated as the interconnections matrix, that describes the conditional probability of the 
occurrence of a state in system B given the state of system A.  
 
An example is given below for the levee system (system A, using the results of the previous 
sections for the base case) and the power system (system B). The table below gives the 
interconnections matrix. Once again it is noted that the various conditional probabilities can have 
a practical interpretation. For example, the probability in cell (i,iii) is the probability of a failure 
of the power system given that the levee system is in normal operation. The value in cell (ii,i) 
denotes the probability that the power system can function normally given that seepage occurs. 
The extent of redundancy in the power system will be reflected by the probabilities in cells (ii,i; 
ii,ii; iii,i; iii,ii). 
 



  

 

Table 6.1: Interconnections probability matrix 
  System B (power) 
  

 I: normal ii: disrupt Iii: fail 

I: normal 0.95 0.04 0.01 

Ii: disrupt 0.3 0.5 0.2 
System A 
(levee) 

Iii: fail 0.2 0.4 0.4 
 
These values are used in combination with the base case that shows the changes of the state for 
the levee system over time (section 6.2.3). Now, the probability of the reaching certain states in 
the power system (B) can be determined over time. shows the results. The steady states for both 
systems are summarized in Table 6.2. 
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Figure 6.9: Example the development of a system consisting of a levee and power system connected by a 
unidirectional relationship and the transformation over time,  
 
Table 6.2: Steady states for the levee and power system. 

 I: normal ii: disrupt iii: fail  
Levee 0.5 0.2 0.3 

Power 0.595 0.24 0.165 
 
This simplified example show how the probability of various system changes can be determined 
over time for ICIS with a unidirectional relationship. To model this example, Markov Chains are 
used in combination with a Bayesian network. 



  

 

6.3.2 Application of Markov Chains  to interdependent systems 
Interdependent systems are characterized by a bi-directional relationship. A change in system A 
leads to a change in system B, which feeds back into system A, etc.  
 

A B 

 
Figure 6.10: Interdependent relationship for a simple ICIS consisting of systems A and B. 
 
Such interdependent or bidirectional relationships are hard to assess in an event tree or a 
Bayesian network as a very large number of combinations of (changes of) states is possible. 
Markov Chains can also be used to model combinations of states for an interdependent ICIS. For 
example Sultana and Chen (2009) show how they can be used to model transitions between 
various combinations of failure states over multiple systems. This is illustrated below for the 
example of the simple ICIS consisting of two systems (A and B) with two states each (normal, 
failure). The simple ICIS can have in total 4 states, the numbers 1 to 4 in Table 6.3. For example, 
ICIS state 2 represents a situation in which system A functions and system B fails. It is noted that 
the total number of combinations states equals number of states ^ number of systems. For 
example, for 3 states and 3 systems 27 combinations are possible. 
 
Table 6.3: combination of states for an ICIS consisting of two systems A and B. 
  System B (e.g. power) 
  Normal Fails 

Normal 1 2 System A (e.g. levee) 
Fails 3 4 

 
In an interdependent system transitions between all the ICIS states are possible and this can be 
analyzed by means of a Markov chain. Transition probabilities between the four ICIS states can 
be assigned and represented in a transition probability matrix (Table 6.4) or a Markov Chain 
figure that visually represents the 16 possible transitions for the example (Figure 6.11). A further 
elaboration for a more practical example is included in the next section. 
  
Table 6.4: Transition probability matrix for a simp le ICIS consisting of two systems (A,B) with two states 
(normal and failure) 
             To: 
From: 

1 2 3 4 Meaning of state 

1 ….. ….. ….. ….. A and B normal 
2 ….. ….. ….. ….. A normal, B fails 
3 ….. ….. ….. ….. A fails, B normal 
4 ….. ….. ….. ….. A and B fail 
 



  

 

 

1) A, B 2) A, B fails 

3) A fails, B 4) A and B 
fail 

 
 
Figure 6.11: Markov Chain showing the 16 possible transitions for a simple ICIS of two systems (A and B) 
with two states. 

6.3.3 Application to interdependent systems: Example ICIS (levee, road, flood fighting) 
As an example a simple interdependent ICIS is analyzed that is related to the Sherman Island 
case study. It consists of a levee, road and flood fighting operations. Interactions between the 
state of the levee, accessibility of the road and possibilities for flood fighting are considered 
(Figure 6.12).The state of the levee (normal, leaking or breach) will affect the possibilities for 
flood fighting and flood fighting will affect the condition of the levee. The state of the levee will 
also influence the accessibility of roads behind and on the levees and possibilities for flood 
fighting logistics. It is demonstrated below how such a simple system can be analyzed by means 
of Markov Chains. 
 
 

Levee Road 

Flood fight 

 
Figure 6.12: Interactions between the levee, roads and flood fighting systems. 
 
It is assumed that the levees and roads can have three states (normal, disrupted, failed) and flood 
fighting can have two states (normal, failed). In total there are 18 possible combinations for the 
overall ICIS state (Table 6.5).   
 



  

 

Table 6.5: Overview of ICIS states for the levee, road and flood fighting example. 

 
Abbreviations: for the systems: L – levee; R – road; FF – flood fighting;  
For the states: n – normal / functioning; d – disrupted; f – failed. 
 

A full Markov analysis of all these states would require a 18 x 18 matrix. The analysis is 
somewhat simplified by eliminating 6 states that are considered less relevant for the overall 
analysis of the ICIS. These could be states that are very unlikely to occur, less relevant for the 
overall problem of flood risk management or isolated states that are unlikely to migrate to 
another states. By means of expert judgment transition probabilities between ICIS states have 
been determined. It is noted that no empirical information is available at this stage to determine 
transition probabilities for such an ICIS, and this is a more general concern in the application of 
this approach. 
 
The transition probability matrix for the ICIS and individual system states is included in Table 
6.6. The numbers in the matrix represent how eventual total failure (levee, road and flood 
fighting all fail) could occur due to a sequence of transitions. In the example it is impossible that 
a fully functioning system (Ln,Rn,FFn) directly migrates into failure (Lf,Rf,FFf) and the related 
transition probability equals 0. However, elements in the system could shift into disruption and 
consequent failure over a series of time steps. Recovery from failure or disruption to normal is 
also a possibility.   
 
 
 
 
 
 
 
 
 
 



  

 

Table 6.6: Transition probability matrix for the example. The first row and first column indicate the ICIS 
states. States that are highlighted in grey are shown in the figure below. 
 

 
Abbreviations: for the systems: L – levee; R – road; FF – flood fighting;  
For the states: n – normal / functioning; d – disrupted; f – failed. 

 
Consequently, the likelihood of occurrence of a certain state over time can be analyzed for a 
given starting condition. Figure 6.13 shows the outcomes for a system that starts in a normal 
functioning condition (Ln,Rn,FFn – levee normal, Road normal, flood fighting normal) for the 
four most likely / dominant states. It is shown how the likelihood of levee leakage and 
consequently the likelihood of levee failure increases over time. The figure also shows that the 
probability of levee leakage increase for the first time steps and then decreases as failure 
becomes more likely. In the example, the steady state is reached after about 20 time steps. The 
same steady state would be reached if a different initial condition is chosen, e.g. a failed levee.  
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Figure 6.13: Results for simple ICIS (levee, road, flood fighting). 
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6.4 Modeling of interdependent systems by means of Dynamic Bayesian Network 
6.4.1 Dynamic Bayesian Network  

A Dynamic Bayesian Network (DBN), which is a BN extended with a time dimension, can be 

used to model dynamic systems (Dean and Kanazawa,1989; Murphy, 2002; Hulst, 2006). Here 

we only describe the DBN formalism that is in common use today. 

 

The dynamic extension does not mean that the network structure or parameters change 

dynamically, but that a dynamic system is modeled. A DBN is a directed, acyclic graphical 

model of a stochastic-process. It consists of time-slices (or time-steps), with each time-slice 

containing its own variables. A DBN is defined as the pair ( , ) where  is a BN that 

defines the prior or initial state distribution of the state variables . Typically we will 

partition the variables into  = ( , , ) to represent the input, hidden and output variables of 

the model.  is a two-slice temporal Bayesian network (2TBN) that defines the transition model 

as follows: 

 

 

 
 
 
 
 
 
 
 
 
                        (a)                                                                                (b)         

 
Figure 6.14: (a) The initial network for the DBN, (), (b) The 2TBN for the DBN, ( ). 

 

 
where  is the i-th node at time t and could be a component of  ,  or .  are the 

parents of , which can be in the same or the previous time-slice (in this case, the model is 

restricted to first-order Markov models). The nodes in the first slice of the 2TBN network do not 
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have parameters associated with them, but each node in the second slice has an associated 

conditional probability distribution (CPD, like the transition probability matrix in Markov 

Chain). The structure repeats itself and the process is stationary, so the parameters for the slices t 

= 2, 3, . . . remain the same. This means that the model can be fully described by only giving the 

first two-slices. In this way, an unbounded sequence length can be modeled using a finite number 

of parameters. The joint probability distribution for a sequence of length T can be obtained by 

unrolling the 2TBN network: 

 

 

The ( , ) definition for a DBN is shown in Figure 6.14. Typical inference tasks for DBNs are 

summarized as follow and shown in Figure 6.15 (Murphy, 2002): 

·  Filtering: To infer the current state of the system based on all present and past available 

evidences; 

·  Smoothing: To estimate the state of the system in the past, given all the evidences up to 

the current time; and 

·  Prediction: To predict the future state of the system based on evidences available up to 

the present. 

 

 

                        Filtering    

 

 

 

                       Smoothing 

 

 

 

                        Prediction 

 

 

Figure 6.15 the main kinds of inference 
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6.4.2 Application of DBN to some simple examples 

 

Levee example: 

For the levee example, the DBN can be constructed as shown in Figure 6.16. Simulations were 

performed by using the GeNIe modeling environment developed by the Decision Systems 

Laboratory of the University of Pittsburgh (GENIE & SMILE, 2010). 
 

 

Figure 6.16: DBN for the hypothetical levee system 

 

We can assume that the levee system is in normal condition at t = 0 and the starting condition 

can be described as P(0) = [1 0 0]. After a number of time steps a so-called steady state will be 

reached, which is independent of the starting condition. The results (Figs 6.17 and 6.18) are the 

same as those calculated by means of Markov Chain. 

 



  

 

 

Figure 6.17: DBN results for the levee system that starts in the normal operation state. 

 

Application to human intervention (just modify the CPD) 

 

Figure 6.18: Effects of flood fighting on CPD and the DBN results for the levee system that      
                   starts in the disruption state. 

 

Application of DBN to unidirectional relationship: 



  

 

A brief introduction about this example is found in Section 6.3.1. The DBN representation of the 

system is shown on Figure 6.19. The DBN results shown on Figures 6.20 and 6.21 are identical 

to the Markov Chain results. 

 

 

Figure 6.19: Example the development of a system consisting of a levee and power system   
              connected by a unidirectional relationship and the transformation over time. 
 

 

Figure 6.20: DBN results for the levee  

 



  

 

 

Figure 6.21: DBN results for the power system 

 

Application of DNB to interdependent systems: 

A brief introduction of this example is found in the Section 6.3.2. The DBN representation of the 

system is shown on Figure 6.22 and the results are shown on Figures 6.23. The results are 

identical to those obtained by the Markov Chain. 

 

 

Figure 6.22: Example of interaction between the levee, road and flood fighting systems 
 



  

 

 

Figure 6.23: DBN results of the levee, road and flood fighting systems 

 
6.4.3 Advantages of DBN  

The DBN formalism is not the first development in temporal reasoning under uncertainty. The 

two most popular techniques still in use nowadays are the hidden Markov model (HMM) 

(MacDonald and Zucchini, 1997) and the Kalman filter model (KFM) (Kalman, 1960). Their 

popularity is mostly due to their compact representation, fast learning and fast inference 

techniques. However, the DBN has some significant advantages over these two formalisms. In 

fact, the DBN formalism can be seen as a generalization of both HMMs and KFMs. The DBN 

formalism brings out connections between these models that had previously been considered 

quite different, because they were developed in very different research areas. DBNs generalize 

HMMs by allowing the state space to be represented in factored form, instead of as a single 

discrete random variable. DBNs generalize KFMs by allowing arbitrary probability distributions, 

not just conditional linear Gaussian distributions.  

 

One of the main problems of HMMs is that the hidden state is represented by only a single 

discrete random variable. DBNs are able to decompose the state of a complex system into its 

constituent variables, taking advantage of the sparseness in the temporal probability model. This 



  

 

can result in exponentially fewer parameters. The effect is that using a DBN can lead to fewer 

space requirements for the model, less expensive inference and easier learning. A KFM is 

basically a HMM with conditional linear Gaussian distributions. It is generally used to model 

uncertainty in linear dynamic systems. The KFM formalism assumes the dynamic system is 

jointly Gaussian. This means the belief state must be unimodal, which is inappropriate for many 

problems, especially those involving qualitative (discrete) variables. The main advantage of 

using a DBN over a KFM is that the DBN can use arbitrary probability distributions instead of a 

single multivariate Gaussian distribution. 
 

6.5 Closing discussion 
 
This section demonstrated how Markov Chains can be used to assess failure probabilities for 
interdependent systems for which the states change over time. This type of evaluation gives 
insight in the likelihood of transitions of system states over time – both degradation and recovery 
- and can be used to model interdependent systems. The investigation mainly focused on the 
methods and some simple and / or conceptual examples. There are a number of issues that need 
further consideration and research to be able to apply these approaches to actual cases. 
One of the main issues is to obtain empirical information to quantify the probabilities to describe 
the transitions from and to various states for every time step. It is already very challenging to 
find empirical information to quantify static probabilities, e.g. the likelihood that a power 
transmission line fails given levee breaching. It is even more difficult to find information to 
assess these transition probabilities per unit time between various states. It is recommended to 
investigate which sources and techniques (e.g. QMAS+, databases and expert judgment) could 
be used to derive the input values. 
 
The analysis showed that even for a simple ICIS the number of ICIS states, the number of 
possible transitions and the size of the transition probability matrix grow rapidly. It is 
challenging to derive values for all these probabilities. 
 
There are also several methodological issues. The probabilities (and probability matrix) will be 
determined by environmental conditions and hazards that change over time. This means that the 
transition probabilities will have to change over time (e.g. progression to levee failure is likely 
during a flood wave, but this probability will reduce when the flood wave is gone). Another 
major assumption that needs further consideration is that current Markov chain approaches often 
assume that the system has no memory. However, a key issue is that systems will degrade or will 
be adapted after previous incidents or events. Whereas constant transition probabilities have been 
used in most of the examples in this section, non-homogeneous Markov chains would have to be 
used to describe the above dynamics and factors18.  
 

                                                 
18 This implies that the transition probability at any time step is independent of prior transitions. 



  

 

Given the above issues further research work is needed to assess how these techniques can be 
used to come to a realistic analysis of the risks for interdependent systems. Although it might be 
challenging to achieve realistic practical applications in the near-future, it would be interesting to 
explore how Markov Chains can be used to show systems with various transition characteristics 
and likelihoods will evolve over time (e.g. a degrading system or well-managed system with 
higher probabilities of restoration after an incident).  



  

 

7 CONCLUDING REMARKS 

7.1 Methods for ICIS Risk Analysis 
This report has contributed to the development of a framework and methods for the quantitative 
analysis of risks (probabilities and consequences) for interconnected infrastructures.  For a 
complete characterization of the system environmental hazards, physical systems characteristics 
and human and organizational factors need to be taken into account. Many of the current risk 
models only focus on the first two factors, i.e. engineered parts of the system and the hazards. 
Although very complex, there is a realistic potential for adequately capturing human and 
organizational factors within a quantitative risk assessment.  Some quotations of some past 
quantitative risk studies of human and organizational factors are Reason (1990), Kirwan (1994), 
Grabowski and Roberts (1996) 

A number of techniques and approaches for assessing risks in interconnected systems have 
been explored and applied to case studies in this report. These techniques include the use of 
influence network diagrams to visualize relationships between various systems and components 
and Bayesian networks and event trees to describe unidirectional dependencies19  by means of 
conditional probabilities. The effects of human intervention can also be incorporated in the 
framework of risk analysis (see section 5). 

Risk analysis of interconnected systems requires a combination of various modeling 
approaches, such as engineering models to estimate the strength of structures such as levees, 
physical effect models (e.g. to simulate the effects of levee breaching or pipeline burst), GIS / 
mapping techniques (see below) and methods to incorporate effects of human and organizational 
factors (e.g. QMAS (Bea, 2002)). Input from and cooperation between experts from various 
disciplines, such as engineering, social sciences (human factors, management, organization), GIS 
and planning is required for ICIS Risk assessment and management.  

GIS systems and maps provide essential input to analyze spatial characteristics of 
relationships between systems. By mapping the (possible) effects of failure of one infrastructure, 
it could be detected which other infrastructures could be affected and damaged and thus whether 
cascading failures are possible.  

Overall, this work has given insight into the possibilities, but also complexities of ICIS Risk 
Analysis. A review of available literature indicated that, with the exception of some publications 
(Luijff et al., 2010; Hastak et al., 2009) there is limited empirical information that can be used to 
derive characterizations (i.e. functional relationships and conditional probabilities) of 
interactions between infrastructures. A further collection of information from actual failure 
events is recommended to generate a more complete empirical basis for ICIS risk analysis. 

The use of influence diagrams may be considered a major step forward in comprehending the 
complexity of links between environmental factors, physical systems and operations.  They are 
useful also in business applications, including enterprise risk management. In the past few years, 
the world has witnessed one major domain of sophisticated quantitative risk modelling of 
complex systems which has catastrophically failed to represent the full complexity of the 
modelled systems: the financial risk markets.  A relevant paradigm is the class of financial 
transactions known as Collateralized Debt Obligations (CDO).  The risks associated with CDO’s 
were grossly under-estimated.  In the aftermath of the sub-prime mortgage crisis, detailed 
‘wiring-diagrams’ were drawn of the multiple systems linkages between factors influencing 
                                                 
19 Performance or failure of system B depends on system A, but not vice versa. 



  

 

CDO’s.   Realistic wiring-diagrams are so complex in their structure, that it is hard for financial 
risk analysts to understand them, let alone price the CDO’s based on their default risk.   If the 
true complexity of these wiring diagrams had been appreciated and publicized during the boom 
years of mortgage securitization, market risk should not have been so poorly mismanaged. 

Lessons on catastrophe risk need to be shared across disciplines.  A key facet of MATRIX is 
the development of an inter-disciplinary approach to analyzing multiple natural hazards. But 
lessons can be learned also from man-made hazards, particularly mistakes that are made in risk 
assessment.  For instance, Fig.4.4 shows a fourteen-node influence diagram for Sherman Island. 
Mindful of the financial market precedent, crucial issues that might be raised about such an 
influence diagram, include the following risk audit questions:  

• What influential factors are not represented in this diagram?   
• Which significant nodes are missing from this diagram? 
• Which failure cascades are not covered by this diagram? 
• How sensitive are the risk results to the simplification of the influence diagram? 

These are questions which need carefully be considered in the analysis of multiple- and 
dependent hazards. 

7.2 Sherman Island case study and the Sacramento - San Joaquin Delta 
The case study for Sherman Island demonstrated the use of the proposed methods and techniques 
for cascading failures. The probability of levee failure for this island is estimated to be relatively 
high, almost 0.1 per year according to the DRMS study (URS, 2009a). Although indicative and 
preliminary, the analysis in this report showed that there is a significant conditional probability, 
in the range 10 to 50%, that levee failure will also lead to failure of other infrastructures, such as 
power and gas transmission lines. Thereby, the cascading effects of levee failure are expected to 
add significant risk to these other infrastructure systems.  

In the presented analyses for Sherman Island several simplifying assumptions have been 
used. For a better estimate of the risk it would be necessary to improve estimates of (conditional) 
failure probabilities of levees and other infrastructures and to get a better understanding of the 
consequences within and outside Sherman Island of failure of various systems. This requires a 
further analysis of the effects of flooding of an island on power and gas transmission networks 
throughout the delta and California. In addition a broader range of event scenarios (various types 
of floods, storms and earthquakes) has to be considered to generate a better estimate of the risk. 

An important part of risk assessment that has not been addressed for the case study 
concerns the analysis of risk reduction and effectiveness of several measures and strategies. 
These could focus on a) prevention of flood events that could initiate cascading effects in other 
infrastructures, b) Improving resilience of other infrastructures against the effects of levee failure 
(e.g. by fortification or flood proofing); c) improving management capacities to minimize the 
impacts of floods throughout the larger infrastructure networks. The models and results for the 
case study will provide a basis for such analyses. 

The results also demonstrated how co-location of infrastructures increases the likelihood 
of joint failures and cascading effects. For example, levee failure could lead to erosion and 
explosion of gas transmission lines in the breach zones and consequent failure of other nearby 
power and gas transmission systems. Such considerations related to the hazards of co-located and 
interconnected infrastructures need to be taken into account in the management, operation and 
zoning and planning of these infrastructure systems.  



  

 

The quantitative analyses in the case study focused on the infrastructures within Sherman 
Island. However, these infrastructures are part of a larger systems in and around the Sacramento 
– San Joaquin delta. The effects of flooding of an island can extend to infrastructure elements 
and systems outside the island. In addition, the functioning of systems outside the island (power, 
and gas operation, emergency management) will affect the probabilities and damages of the 
events that are associated with flooding within the  (Sherman) Island boundaries. These 
characteristics imply that the analysis of risks of such an ICIS will be iterative and interactive 
and will need to address different geographic scale levels. The analyst needs to zoom in and 
zoom out to identify the most relevant interactions between systems to be able to characterize the 
risk.  

It is therefore recommended to further apply the methods and approaches (influence 
diagrams, maps showing zones with effects due to failure of an infrastructure) that have been 
used for the island case study at a wider delta scale for various hazard and flood scenarios 
(earthquake, storm, single island failure, multiple island failure). To gain further understanding 
of the ICIS in the delta, it is necessary to systematically document (examples of) 
interconnections in the delta, see example in the textbox below.  
 
Interaction between Sherman Island and the State Water project (Roe et al., 2011) 
Sherman Island is also the gateway that, if breached, would greatly increase the likelihood of 
saltwater intrusion into the Delta. The Delta is a critical component of the California State 
Water Project (SWP) that serves those over 20 million California residents and supports about 
750,000 acres of irrigated farmland. 

7.3 Interdependent systems 
Conventional techniques for risk analysis (E.g. event trees and fault trees) are less suitable to 
model so-called interdependent or bidirectional relationships. Such relationships could exist 
when feedback mechanisms between two infrastructures exist20.  
The occurrence of transitions between the states of systems can be described as a stochastic 
process. It has been shown how in an example for a simple interdependent system (levees, roads, 
flood fighting) how transitions of states can be modeled by means of Markov chains. It has also 
been discussed how human interventions and management operations can influence failure 
trajectories affect these transition probabilities.  

A number of major challenges remain in the modeling of risk of interdependent systems. 
These include the shortage of reliable empirical information to estimate probabilities of 
transitions, and the incorporation of dynamics (i.e. changes in hazard conditions and managerial 
capabilities over time) in the transition probabilities.  

7.4 Broader implications for risk assessment and management (RAM) 
Neglecting interdependencies and underestimating dependencies between failures or disruptions 
can  cause designers, experts, managers and decision makers to underestimate the overall inter-
infrastructural risks. Current design guidelines, management procedures and risk methodologies 
do not always appropriately take into account undeniable interactions. This is particularly 
relevant for systems with high-reliability requirements. It would be instructive if there were a 
systematic audit of interdependency at different levels of cascading indirectness.  A and B may 

                                                 
20 Change in system A, leads to change in system B, which feeds back into system A. 



  

 

be directly interdependent; or indirectly via C; or even more indirectly via D which affects C; or 
more indirectly via E, which affects D which affects C etc..  Even if attempts at calculating 
interdependent risk may be beset by intractable difficulties in network data acquisition, the 
exercise of conducting an interdependency audit can identify sources of cascade risk hitherto 
ignored, and so reduce the chance of ‘Black Swan’ disaster surprise. 

For example, in the Netherlands chemical facilities with very high legally required safety 
standards (failure probabilities smaller than 10-5 to 10-6 per year) are located in flood-prone areas 
behind levees with failure probabilities of 10-2 to 10-3 per year. Yet the chemical facilities are by 
no means designed to withstand flood conditions and the additional risks of failure of flood 
protection infrastructure are not taken into account the guidelines for risk analysis for chemical 
facilities analyses (Uijt de Haag and Ale, 2005) . The Fukushima nuclear accident during the 
tsunami in Japan in the year 2011 is a prime example of the failure of critical installations to 
cope with flood conditions.  

Another possible example was identified in the Sherman Island case study. Gas 
transmission lines generally have relatively small failure rates (about 10-6 per km per year), but 
for the Sacramento – San Joaquin delta levee failures (10-1 to 10-2 per year) could ask significant 
risk to the gas transmission systems. The safety of one critical  system will thus depend on weak 
links in another system.    

Finally, not only the findings of this report and Roe et al., (2011), but also past disasters 
have highlighted the need for further development of risk assessment and management 
approaches that appropriately take into account the interconnected nature of critical 
infrastructure systems.  
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Appendix 1: Example of analysis of interactions  
 
1) Background 
One key questions in ICIS Risk analysis is how interactions between systems can be analyzed 
and quantified . In this appendix further information and examples are included of approaches or 
analyzing such interactions. Following the general steps presented in 2.3.3 the analysis consists 
of a qualitative and a quantitative part. The following questions will need to be assessed. 
 
Qualitative analysis of interactions: 

·  Describe the (type) of interconnection: how does the state of one system affect the state 
of the other system?  

·  What is the type of interaction?  
·  What are the main variables that determine the interaction? 

 
Quantitative analysis of interactions:  

·  In which conditions can a disruption or failure in one system lead to a disruption or 
failure of another system? Can quantitative threshold values and criteria be formulated?   

·  What is the probability that disruption or failure of one system leads to disruption or 
failure of another system? 

 
These questions are further illustrated for two interactions based on the Sherman Island case 
study in the delta (see also section 5). The figure below represents a simplified ICIS system for 
an island in the delta. Two interactions are analyzed: 1) the interaction between the levee and the 
road system; 2) the interactions between flood fighting and the levee system. As not all 
information is available to analyze these interactions in great detail, it is also indicated which 
types of further analyses would be needed to assess these interactions more in-depth. For internal 
project purposes, the RESIN subprojects and researchers have been included that could 
contribute to these next steps.  

 

Environment / hazards 

Operations 
 

Physical Systems 



  

 

2) Example 1: Interaction between the levee and road system 
 
2.1) Qualitative analysis. 
Description of interaction 
A road system is located within an island / dike ring protected by levees. Disruption (e.g. leaking 
water due to sand boils) or failure (breaching) of the flood defences could lead to flooding of the 
road. The effects could be that the road system is disrupted (roads partially available) or failed 
(island road system not available). Other related interactions that are not described analyses here 
and have to be treated separately are:  

·  The interactions between other weather conditions (rain, wind) and road availability 
·  The interaction between road availability (e.g. due to levee leakage or rain) and flood 

fighting and the consequent effect on levee safety 
 
According to the framework introduced in section 2.2 of this report this is a cascading failure: 
the effects of failure (the flood water) of system 1 (the levees) will affect the functioning of 
system 2 (the road) 
 
The main variable that will determine whether the road network will function is the water depth 
in the dike ring. Other variables that will be of relevance are the arrival time of the water after 
leaking of breaching (determining the time that the road is available) and for longer term damage 
/ erosion of the road materials the flow velocity will be important. 
 
For levee breaching this information can be obtained from flood simulations for different levee 
breaches.  
 
2.2) Quantitative analysis 
A criterion for the availability of the road system is chosen. The threshold is the water depth at a 
critical road section is taken. This could be the lowest point of the main road in the dike ring 
area. 
 
The following criteria are proposed: 

·  Disruption (road system only available to a limited extent): Water depth at the section of 
the main road with the lowest elevation is larger than 0m and smaller than 0.5m. 
Literature shows that cars can still drive at these water depths. 

·  Failure (road system not available): Water depth at the section of the main road with the 
lowest elevation is larger than 0.5m 

 
This is a simplified criterion. More advanced criteria and more detailed analysis could be used 
for the analysis of more complex road networks and more flood conditions (e.g. velocities). This 
would be a separate transportation analysis, but the principles would be the same as presented 
here. 



  

 

 
 
Quantification of conditional probabilities 
The conditional probabilities of disruption and failure of the road system can be analyzed by 
considering the conditional distribution of the demands that follow from the failure or disruption 
of the levee. In practice this means that the different flood scenarios (e.g. different breach 
locations), their probabilities and the resulting water depths at the critical road section have to be 
considered.  
 
The conditional Pf is found by comparing this distribution of demands with the capacity, i.e. the 
threshold level. This is illustrated in the figure below for disruption / leakage of the levee and 
failure breaching of the levee. The first figure shows the demands (i.e. the pdf of water levels due 
to leakage). The spike at 0m indicates the fraction of levee leakages that do not result in flood 
water at the critical road section. 
 
This shows that a) this approach follows the principles of the probabilistic analysis (capacity – 
demand); b) how a “point estimate” of the conditional probability is related to demands and 
capacities.  
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 For example, the conditional probability of disruption of the road system given disruption of the 
levee would be determined as follows: 

)5.0)|(0( mleakagehmP c £<  
The probability of failure of the roads given a levee failure would be 

)5.0)|(( mbreachhP c >  
Such an analysis would result in a probability matrix in the following format. 
 
Table: P(State of road system, given state of levee system) 
  Road system 
  normal Disruption (some 

transportation 
available) 

Failure (roads not 
available) 

Normal 1 0 0 
Disruption 
(leakage) 

0.9 0.09 0.01 levee 

Failure (breach) 0 0.1 0.9 
 
Note: the possibility of interior road flooding will also be influenced by rainfall. In fact two 
conditional probability matrices could be defined. One for a situation with rain, and one for a 
situation without rain. 
 
2.3) Next steps: Implementation for Sherman Island 
In order to analyze the interactions between roads and levees the following types of information 
would be needed. 
 
Type of 
information 

Analysis Available in 
RESIN? 

Contact / input Follow-up* 

Road network Map 
Elevations 
Determination of critical section (and 
elevation) 

Yes Foster / Radke expert + GIS 
Analysis / 
maps 

Threshold values 
for road 
availability 

 No, but 
follows from 
literature 

Jonkman Literature 
study 

Levee breaching 
and leaking: Flood 
effects on road 

Analyze different flood scenarios, for 
various breaching points and the 
resulting depth, arrival time, flow 
velocity -> can be done by SOBEK 
model 

No / some, 
only one 
scenario 

Marzion / Storesund More sims?  
Otherwise 
assumptions 

Rainfall + flood 
effects on road 

Analyze rainfall and drainage and 
effects on road flooding; 
meteorological data and flood model 
needed 

No ?? Assumptions? 

Probabilities of 
levee leakage and 
failure scenarios 

Analyze the probabilities of different 
flood and leakage scenarios 

No, only 
method 

Storesund Assumptions? 
DRMS? Expert 
judgement 

 
3) Example 2: Interaction between flood fighting and the levee system 
 
3.1) Qualitative analysis 



  

 

 
Description of interaction 
Flood fighting could affect the probability of occurrence of a levee breach. In some cases the 
initiation of levee failure could be stopped, e.g. by placing sandbags or rocks, given that the 
threat is noticed and the appropriate action is executed on time and the external loading 
conditions are not too severe. 
 
For example, overtopping waves could erode the levee and lead to breaching without flood 
fighting. With flood fighting the erosion and breaching of the levee might be prevented for some 
instances, e.g. by placing rock. Flood fighting will thus provide additional capacity / resistance to 
the levee. 
 
According to the framework introduced in section 2.2 of the ICIS risk analysis report this is a 
cascading failure: the effects of failure of flood fighting  (the lack of providing additional 
resistance to the levee) of system 1 (flood fighting) will affect the functioning of system 2 (i.e. 
the resistance of the levees) 
 
The variables that determine the interaction between levee strength and flood fighting are still 
under study. The most important ones are the following: 

·  Time: Will the flood fighting actions be in time to prevent breaching? Will flood fighting 
action be taken at all? 

·  Will the flood fighting actions be appropriate? I.e. will the right measures be 
implemented? 

·  Will the flood fighting measures be sufficiently strong? Even if they are placed on time at 
the right location, the environmental loads could still be so strong that the levee, 
including the temporary structure fail? 

 
3.2) Quantitative analysis 
 
A method is under development to include human and organizational factors, time in the 
assessment of the failure probability of flood fighting. The effects of flood fighting can be 
conceptually represented as affecting the strength of the levee. The effects of flood fighting 
could strengthen the levee, e.g. by sandbags and rock, given that they are executed on time. This 
is shown in the figure below. The pdf of the demands is shown. As a metric the river water level 
is chosen, although it is noted that other applications (Brodsky, 2011) use the unit weight as a 
measure. 
Two capacity curves for the levee system are shown: one without flood fighting (the strength of 
the levee only), and one with flood fighting (the strength of the levee with flood fighting). In the 
latter curve the effects of warning, detection and organizational factors are taken into account. 
There are cases in which flood fighting does not affect the strength (e.g. because the problems 
are not detected). The Pf is represented by the area where demand and capacity overlap. 
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In a first analysis (De Corn and Inkabi, 2010) it was demonstrated how flood fighting resulted in 
a reduction of the failure probability of the levee. An overall factor of 50% was determined 
based on an evaluation of human and organizational factors. 
 
This approach could be followed for different flood fighting situations to calculate (conditional) 
levee failure probability.  
 
P failure of levee system, given the state of flood fighting, during a high water / flood condition 
  Levee system 
  normal Disruption 

(leakage) 
Failure 
(breaching) 

Normal 0.4 0.3 0.3 
Disruption  0.2 0.4 0.4 Flood fighting 
Failure  0.1 0.3 0.6 

 
 
 
 



  

 

Appendix 2: “Zoomed-in” influence diagram for Sherman Island with emphasis on flood 
fighting 

 
Appendix 3: Overview of gas transmission lines around Sherman Island 
Source: Figure 1 in Draft Initial Study Proposed Mitigated Negative Declaration PG&E Line 
57C Reliability Project (2006). 
http://www.slc.ca.gov/Division_Pages/DEPM/DEPM_Programs_and_Reports/PG_E_Line_57C/
PDF/0.0%20Cover.pdf 
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Appendix  4: Sherman Island case study calculation inputs and results 
 
Inputs   unit Source 
Levee length  32000 m GIS 
Breach length  122 m DRMS, section 12 
Breach zone radius  300 m DRMS, section 12 
     
Failure probabilities Sherman Island     
Storm  5.79E-02 per year DRMS 
sunny day failure  1.77E-03 per year DRMS 
  9.64E-02   
     
Levee failure  given storm 5.79E-02  DRMS 
 given earthquake 3.67E-02  DRMS 
 no storm 1.77E-03  DRMS 
     
Number of breaches for storm failure  2   
Number of breaches for earthquake failure  10   
Number of breaches for sunny day failure  1   
     
Power transmission     
Number of powerline crossings  10   
Ppowerline given erosion  0.5   
     
Ppowerline within breach zone storm 0.32   
 earthquake 0.87   
 sunny day 0.19   
  breach   
Ppowerline failure within breach zone storm 0.1588249   
 earthquake 0.4373092   
 sunny day 0.09375   
     
Ppowerline failure due to floods storm 9.20E-03   
 earthquake 1.87E-02   
 sunny day 1.66E-04   
  2.81E-02   
     

Gas Pipelines     
Nr. of pipeline crossings  11  GIS 

Ppipeline failure given erosion   0.5  

expert judgement; 
needs further 
verification in 
literature 

     
Ppipeline within breach zone storm 0.3432378   
 earthquake 0.8981275   



  

 

 sunny day 0.20625   
     
Ppipeline rupture within breach zone storm 0.1716189   
 earthquake 0.4490637  1.03125 
 sunny day 0.103125   
     
Ppipeline rupture due to floods storm 9.94E-03   
 earthquake 1.65E-02   
 sunny day 1.83E-04   
 Total 2.66E-02  2.64E-02 
Ppipeline rupture given flood  0.2760   
     
     

Power and gas (multiple breaches)     
Ppipeline and gas fail; given flood storm 0.0272574   
 earthquake 0.1963797   
 sunny day 0.009668   
     

Power and gas (colocation and failure in same breach zone)   
length influence zone A  940 m  
length influence zone B  650 m  
Ppower and gas given affected  0.25  
     
Pbreach within bundle zone storm 0.099375   
 earthquake 0.496875   
     
Ppipeline and gas ruptutre within bundle zone storm 0.0248438 0.9751563  
 earthquake 0.1242188 0.8757813  
     
Ppipeline and gas ruptutre storm 1.44E-03   
 earthquake 4.56E-03   
  6.00E-03   
     

Power and gas (colocation and failure due to explosion in same breach zone)  
length influence zone A  700   
length influence zone B  0   
Pgas given affected  0.33   
     
Pbreach within bundle zone storm 0.04375   
 earthquake 0.21875   
     
Ppipeline and gas ruptutre within bundle zone storm 0.0144375   
 earthquake 0.0721875   
     
Ppipeline and gas ruptutre storm 8.36E-04   



  

 

 earthquake 2.65E-03   
  3.49E-03   
     
Ppowerline and gas conditional    
 storm 0.0665386   
 earthquake 0.392786   
 total    
 storm 3.85E-03   
 earthquake 1.44E-02   
     

Gas pipeline rupture (without flooding)     
Failure rate  1.00E-06 km/year  
Total length of pipelines  5.00E+04   
Total length near breaches  5.00E+03 m  
Explosion on SI  5.00E-05   
Pexplosion leading to levee failure  5.00E-06 per year  

 
 
Results 
Storm flood    

 Code Prob. 
Conditional prob. 

Given breach 

prob. Of breaching of Sherman Island L 5.790E-02 1 

Road flooding L3 5.790E-02 1 

Prob. Of power failure L2 9.196E-03 0.159 

Prob. Of gas failure L1 9.937E-03 0.17 

Prob. Of power and gas failure 
L1,L2 and 
L1,G3 3.853E-03 0.067 

Prob. Of flooding without power loss and pipeline failure  4.262E-02 0.74 

    

Earthquake floo    

 Code Prob. 
Conditional prob. 

Given breach 

prob. Of breaching of Sherman Island L 3.67E-02 1 

Road flooding L3 3.67E-02 1 

Prob. Of power failure L2 1.87E-02 0.51 

Prob. Of gas failure L1 1.65E-02 0.45 

Prob. Of power and gas failure 
L1,L2 and 
L1,G3 1.44E-02 0.39 

Prob. Of flooding without power loss and pipeline failure  1.59E-02 0.43 

    

Prob. Of gas explosion G  1 

Prob. Of breaching due to gas explosion G1   

    

Aggregated / comined flooding    

 Code Prob. Conditional prob. 



  

 

Given breach 

prob. Of breaching of Sherman Island L 9.460E-02 1 

Road flooding L3 9.460E-02 1 

Prob. Of power failure L2 2.789E-02 0.2948677 

Prob. Of gas failure L1 2.642E-02 0.2792534 

Prob. Of power and gas failure 
L1,L2 and 
L1,G3 1.827E-02 0.193106 

Prob. Of flooding without power loss and pipeline failure  5.856E-02 0.6189848 

    

Gas Explosion    

Prob. Of gas explosion G 5.00E-05 1 

Prob. Of breaching due to gas explosion G1 5.00E-06 1.00E-01 
 



  

 

Appendix  5: DEVELOPMENT OF FAULT TREES FOR FLOOD R ISKS 
 
This appendix describes a method to construct fault trees. Section 1 gives remarks on the construction and 
analysis of fault trees. Difficulties and problems concerning fault trees for flood defences are discussed. 
The appendix provides an elaboration of a fault tree for the situation of a mass (concrete) vertical or 
battered wall. The fault tree is based on failure modes. 
 
Proposal for the use of Symbols for Fault trees 
 
Concerning several types of gates: 
Symbol Name Description 

 

AND-gate Event above gate takes place when all underlying 
events take place 

 

OR-gate Event above gate takes place when one of the 
underlying events takes place 

 

Voting-gate Event above gate takes place when a mimimum of 
M of the underlying events take place. 

 

Inhibit-gate Variant of AND-gate. Used in case of a 
conditional event. For example: Event A: Traffic 
light = red AND Event B: Driver ignores red light. 
Event B is a conditional event since it can only 
occur in when Event A happens. 

 

Exclusive-OR-gate Event above gate takes place when ONLY one of 
the underlying events takes place. 

 

Priority-AND-gate Variant of AND-gate. This gate also has to do 
something with conditionality. It is used when 
events should happen in a certain sequence.   

 
Note that AND, OR and in some cases the Inhibit-gate will be used most of the time. The other 
gates will be used with less frequency used. 
 
Concerning several types of events: 
Symbol Name Description 

 

Basic event I.e. ship impact. Basic events are not modelled by 
a Limit State Function, but are directly provided 
with a probability of occurrence 

 

Failure mode I.e. overflow. Failure modes are described by a 
Limit State Function. Calculating the LSF will 
lead to a failure probability. From this point on 
Failure modes and Basic events can be treated the 
when calculating the overall failure probability of 

M 

 
R < S 



  

 

the fault tree. Both failure modes and basic events 
represent a (failure) probability. 

 

Intermediate event Intermediate events exist when by using one of the 
gates above several events are combined.  

 

Conditional event Conditional event can only take place when an 
other (related) event takes place.  

 

Transfer symbol Indicates that part of the fault tree continued 
elsewhere 

 
�

REMARKS ON THE CONSTRUCTION OF FAULT TREES AND FAULT TREE ANALYSIS  
 
Fault trees and Event trees are common methods to analyse failure probabilities of complex 
systems. The fault tree is a tool for linking various failure mechanisms leading to an expression 
of the probability of system failure. An event tree is a tool for studying consequences of actions-
decisions, etc. The difference between a fault tree and an event tree can be expressed in a ´bow 
tie´. 
 

 Causes 

Top  
Event 

Fault tree Event tree 

Consequences 

Reactive 
Control 

Hazards 

Backward Forward 

 
Figure 14: Bow-tie principle 

 
 



  

 

Figure 2 gives a concept of a fault tree for a flood defence structure. Generally a fault-tree can be 
divided into three layers. From bottom-up these layers are: bottom layer, intermediate layer21, 
top layer.  
 
The bottom layer exists of basic events or/and component failure. A basic event is for example 
the impact of a ship or other human failure, which can be quantified with a certain failure 
probability (i.e. 3,4�10-6 per year).  Component failure corresponds with failure of one of the 
components of the flood defence structure due to a certain failure (sub)mechanism. At this point 
the fault tree is fed with a (physical) model, describing the failure (sub)mechanism. Based on a 
model and data (i.e. soil parameters, hydraulic parameters, uncertainty, etc.) the failure 
probability of the component due to the (sub)mechanism can be determined. The failure 
probability can be determined by solving the Limit State Function, which is indicated by the 
subtext: R < S. Subsequently the results of the bottom layer is a set of failure probabilities. 
 
The intermediate layer describes the several subsystems of the fault tree. In case of a flood 
defence structure these subsystems will correspond with the several failure mechanisms of the 
structure.  
 
The top layer combines the failure probabilities of the several failure mechanisms into a overall 
failure probability of the structure. 
 
 

Difficulties and problems concerning fault trees for flood defences 
 
Fault trees originate from the aircraft industry and are subsequently used in chemical industry 
and computer industry. Fault trees are used to create insight in large complex systems with a 
large amount of components and elements, like computers and aircrafts. The emphasis lies on 
identifying all possible causes (basic events) of all failure events and to label failure probabilities 
to these basic events. 
 
Tree size 
When applying fault trees on flood defence structures, the emphasis lies more on ‘Where to 
stop?’ In order to find the right elaboration of a fault tree the following ‘rules’ could be helpful: 

- Stop when a mechanism cannot be divided into sub mechanisms. Find the right model to 
describe the mechanism. 

- Do not implement Basic Events or Component Failures when no data is available or 
when proper quantification is impossible.  

- Do not implement events which are unlikely to occur.  
 
In other words: ‘Analyse no further down than is necessary to enter probabilistic data with 
confidence’  
 
 
 
                                                 
21 Depending on the complexity of the system several intermediate layers can exist.  



  

 

Description of events 
As mentioned above Basic Events are tagged with a failure probability. This means that the 
events should be described as clearly and ‘digital’ as possible. ‘Digital’ means that there are two 
states: failure and non-failure. An example of a good description is: ‘Drainage system failure’. 
An example of a bad description is: ‘Groundwater flow behind structure’. This description can 
be made ‘digital’: ‘Groundwater flow > critical flow velocity’ 
 
MOE’s and MOB’s and Dependency 
A MOE is a Multiple Occurring Event and a MOB is a Multiple Occurring Branch. Both can 
occur within a fault tree. A MOE can for example be the water level exceeding a critical value or 
drainage system failure. MOE’s and MOB’s should be handled with care because they create 
dependency between two (sub)mechanisms. Dependency should be taken into account when 
calculating the overall failure probability of a flood defence structure.  
 
Cross-references 
Cross references make fault trees more complex and can lead to circular-references. For example 
(see Fault tree Single Crest Embankment): Piping depends on Seepage. Seepage depends on too 
much settlement. Too much settlement depends again on piping. For simplicity sake cross-
references should be minimized.  
 
Pictures 
Fault trees should be accompanied with pictures describing the underlying (sub)mechanisms. 
 
 
 
 
 
 
 
 
 
 
 
 



  

 

 
 
 

Figure 15: Fault-tree with different layers 

ELABORATION OF FAULT TREE FOR A MASS (CONCRETE) VERTICAL OR 
BATTERED WALL 
 

Reference table and entry codes 
The following entries can be identified in the fault tree. Table 7 gives the entry code, a short 
description of the failure mode and the number of the figure, which graphically describes the 
mechanism. 
 
 
Entry Code Brief description failure mode  Figure 
Ca 1.1 Erosion due to overflow, leading to instability  4 
Ca 1.2 Bulk displacement (sliding or overturning) 5 
Ca 1.3 Deep slip or slide 6 
Ca 1.5 Intense erosion due to piping, leading to instability 7 
Ca 1.7 Erosion at transition between structures 8 
Ca 1.8  Overflow leading to inundation 9 
Ca 1.9 Loss of structural strength (i.e. failure of blocks) 10 
Ca 2.1 Toe scour 11 
Ca 2.2 Bulk displacement (sliding or overturning) 5 
Ca 2.4 Erosion due to Wave-overtopping, leading to 12 



  

 

instability 
Ca 2.5 See Ca 1.3 6 
Ca 2.6 See Ca 1.7 8 
Ca 2.7 Overtopping leading to inundation 13 
Ca 3.1 Toe scour 11 
Ca 3.3 See Ca 1.3 6 
Ca 3.4 See Ca 1.7 8 
Table 7: Failure modes (entries) present in fault tree 

 
 
- Entry code Ca 2.1 both described failure of blocks and toe scour. In the fault tree failure of 

blocks is seen as a form of loss of structural strength. Therefore Ca 2.1 only describes the 
mechanism of toe scour. 

- Entry codes 1.2 and 2.2 both describe the mechanism of bulk displacement. In the fault tree a 
distinction is made between bulk sliding and bulk overturning.   

 
 

 
 

Figure 16: Reference table for flood defences 



  

 

 

Graphical representations of failure modes: 
 
 
   

 
Figure 17: Erosion due to overflow, leading to instability 

 
 
 
  

 
Figure 18: Bulk displacement (sliding or overturning) 

 



  

 

 
 
 
 
  

 
Figure 19: Deep slip / slide 

 
 
 
  

 
Figure 20: Intense erosion due to piping, leading to instability 

 



  

 

 
 
 
 
  

 
Figure 21: Erosion at transition between structures 

 
 
 
  

 
Figure 22: Overtopping leading to inundation 

 



  

 

 
 
 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
  

Figure 23: Loss of structural strength 

 
 
  

 
Figure 24: Toe scour 

 



  

 

 
 
 
   

 
Figure 25: Erosion due to wave-overtopping, leading to instability 

 
 
 
  

 
Figure 26: Wave-overtopping leading to inundation 



  

 

Fault tree of a mass (concrete) vertical or battered wall 
 
This section provides the fault tree of a mass (concrete) vertical or battered wall. The top event 
(inundation) can be caused by two major events: Breach and Non structural failure.  
 

Breach 
A breach can be the result of a number of events. First a breach can be created by bulk 
displacement (sliding or overturning) of the structure or an element. A breach can also be the 
result of structural failure or erosion at the transition between structures. Finally, the breach can 
be a result of instability of the structure. Instability can have a lot of causes: erosion due to 
overflow or wave-overtopping, piping, a deep slip or toe scour. 
 

Non structural failure  
In case of non structural failure such a large amount of water enters the area behind the flood 
defence that this flood defence fails to fulfil the requirements concerning its water retaining 
function. Nevertheless the structure withstands the hydraulic load. Non structural failure can be 
the results of both overflow and wave-overtopping. Other causes are: ice dams and piping.  

 

 
 

Figure 27: Mass (concrete) vertical or battered wall 

 

 


